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Abstract. Urban traffic congestion, obstacle avoidance, and driving efficiency are the challenges faced by
autonomous-vehicle path-planning technology in cities. The traditional artificial potential field (APF) algorithm
is insufficient to meet the requirements of efficiency and safety in path planning, as it easily gets trapped in
local optima when dealing with complex environments. Therefore, this paper proposes a novel AS-IAPF path-
planning algorithm to more efficiently enhance the target reachability of autonomous vehicles in complex traffic
environments. Firstly, this paper analyzes and elucidates the macroscopic traffic model, achieving effective mod-
eling of dynamic traffic flow stability based on Lyapunov stability theorem and a classical 1D flow model. Thus,
the threshold discriminant formula for traffic element stability is obtained. Secondly, based on the aforemen-
tioned threshold discriminant formula, a new AS-IAPF algorithm is proposed. The algorithm mainly includes
two aspects: firstly, by pre-generating initial paths and introducing a Gaussian oscillation coefficient of force
fields, it avoids the algorithm falling into local optima; secondly, by using the aforementioned driving stability
threshold discriminant formula as a dimensional adjustment for adaptively improving and adjusting the strength
coefficient of the AS-APF repulsive field, the algorithm further improves the efficiency of path planning. Finally,
the algorithm is subjected to joint simulations of 2D and 3D scenarios of different types. The research results
show that the AS-IAPF algorithm outperforms other algorithms of the same type with respect to comprehensive
performance based on multiple 2D scenario simulation experiments. In the 3D simulation experiments of three
different typical traffic scenarios, the proposed algorithm can drive autonomous vehicles to effectively perform
corresponding obstacle avoidance actions based on the actual traffic scenarios ahead, ultimately achieving safe
obstacle avoidance. The path-planning method proposed in this paper can enhance driving efficiency while con-
sidering the safety and stability of vehicles, providing a promising approach and reference for the path planning
of autonomous vehicles.

Published by Copernicus Publications.



614 M. Zhao et al.: The AS-IAPF algorithm

1 Introduction

Autonomous vehicles refer to vehicles that operate auto-
matically and safely without human intervention, relying on
artificial intelligence, sensors, communication devices, and
GPS systems (Goerzen et al., 2009; González et al., 2016).
Path-planning technology is an important technique for au-
tonomous vehicles to navigate safely and efficiently by
avoiding obstacles, such as pedestrians, vehicles, and ob-
jects (MahmoudZadeh et al., 2018; Wang et al., 2018). Com-
pared with other automated devices, autonomous vehicles
face a more complex driving environment, including the
movement of pedestrians and vehicles changing lanes. These
factors greatly challenge the decision-making capabilities in
the path-planning process of autonomous vehicles. Incorrect
judgments can lead to traffic accidents and even casualties.
Therefore, it is crucial to improve the safety threshold and
obstacle avoidance capabilities of autonomous vehicles in
complex traffic scenarios and environments. Extensive re-
search has been conducted to enhance the safety and effi-
ciency of path-planning techniques. Various path-planning
algorithms have been proposed, such as the dynamic window
(DW) method (Wang et al., 2024), grid search method (GSM)
(Tunçel, 2024), rapidly exploring random tree (RRT) (Cui
et al., 2024), probabilistic roadmap (PRM) method (Zheng
et al., 2024), and artificial potential field (APF) algorithm
(Szczepanski, 2023). Among them, the APF algorithm is
widely used and stems from the concept of physical force
fields. Due to its simplicity, intuitiveness, and real-time per-
formance, it has been extensively applied to solve obstacle
avoidance and autonomous-navigation problems for robots
and vehicles, and it has become a promising technical solu-
tion in certain scenarios. However, there are still four unre-
solved issues in the existing work on the APF algorithm that
limit its large-scale industrial application. First, it does not
completely eliminate potential safety hazards during obstacle
avoidance. For example, the APF algorithm sometimes fails
to ensure a safe distance during the driving process. Second,
the APF algorithm exhibits overly conservative driving be-
havior in simple environments (such as static environments
and strictly unidirectional fast lanes), resulting in low driv-
ing efficiency. Third, numerous studies have shown that the
obstacle avoidance effect of the APF algorithm is unstable,
particularly in specific scenarios where it easily falls into lo-
cal optima, leading to unreachable targets. Finally, the po-
sition and velocity data of obstacle vehicles collected by the
integrated vehicle-to-infrastructure platform are not fully uti-
lized.

Consequently, in recent years, many scholars have con-
ducted in-depth and extensive research and exploration to
address the aforementioned shortcomings of the APF algo-
rithm. Yang et al. (2023) improved the original artificial po-
tential field (APF) algorithm by introducing four measures:
selecting and delineating priority planning areas, implement-
ing an adaptive step-size adjustment algorithm, proposing a

multi-objective model considering obstacle size and impact
range, and enhancing the potential field function. This re-
sulted in an improved multi-objective APF algorithm. How-
ever, the algorithm mechanism of finding and selecting ar-
eas with fewer obstacles as the priority planning area for
path planning will reduce the computational efficiency of
the algorithm. Additionally, the non-linear relationship be-
tween the selected threshold and the actual driving state is
not clearly explained, making it difficult to determine (Yang
et al., 2023). Liu et al. (2024) designed an improved ar-
tificial potential field uncrewed aerial vehicle (UAV) path-
planning algorithm (G-APF) guided by a rapid exploration
random tree (RRT) based on an environmental perception
model. This algorithm first generates a rough flight path for
the UAV using the RRT algorithm and then uses the G-APF
algorithm to solve the problems of local minima and tar-
get inaccessibility generated by the APF algorithm, as well
as local trajectory oscillation. However, due to the inher-
ent deficiencies of the RRT algorithm, it has poor robust-
ness and low computational efficiency with respect to gen-
erating rough paths. Furthermore, this research does not pro-
vide a detailed discussion on maintaining the obstacle avoid-
ance distance (Liu et al., 2024). Kong et al. (2023) pro-
posed a novel B-APFDQN algorithm that combines deep
Q-network and APF algorithms to address the slow conver-
gence issue caused by the intelligent agent’s frequent trial-
and-error learning during the path-planning process. How-
ever, the computational efficiency and predictability of this
algorithm depend on continuous training and optimization
of environmental data. As the data scale increases, the algo-
rithm’s performance improves, but so does the computational
workload, time consumption, and the difficulty of deploying
the model (Kong et al., 2023). Y. F. Zhang et al. (2023) ad-
dressed the non-convex optimization problem in APF path
planning by proposing the adaptive clustering proximity path
planning (ACPP) algorithm. The advantages of the ACPP al-
gorithm lie in its high computational efficiency, significant
reduction of sample quantity, and ability to easily utilize grid-
based strategies to further reduce time complexity from the
segment-based map obtained from sensors. However, the re-
search found that this algorithm performs poorly with respect
to maintaining obstacle avoidance distance technical indica-
tors. Additionally, the paper does not discuss the solution
algorithm for this updating method nor provide a detailed
analysis of the optimization model (Y. F. Zhang et al., 2023).
Similarly, Sun et al. (2023) introduced the bug algorithm to
ensure the global performance of the proposed algorithm, ad-
dressing the tendency of traditional APF algorithms to fall
into local extremes. Through multiple simulations of typi-
cal scenarios, they verified the feasibility and robustness of
the proposed hybrid planning algorithm. However, in practi-
cal scenarios that are constantly changing, the bug function
cannot always guarantee the algorithm’s global performance
when considering obstacle movement and irregular shapes
(Sun et al., 2023). Li et al. (2024) proposed a novel artifi-
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cial potential field enhanced improved multi-objective snake
optimization algorithm (APF-IMOSO). They enhanced the
algorithm by optimizing and introducing four fitness func-
tions – optimizing path length, safety (evaluated through the
artificial potential field method), energy consumption, and
time efficiency – to address issues with premature conver-
gence and lack of path diversity. They conducted static and
dynamic tests to demonstrate the algorithm’s effectiveness.
However, an investigation revealed a series of limitations in
this study that restrict its application, including reduced algo-
rithm efficiency in large-scale environments, high memory
overhead during fitness function calculation, and excessive
computational complexity depending on the environment (Li
et al., 2024).

Based on the foundation and limitations of the aforemen-
tioned research, this paper proposes an autonomous vehicle
path-planning algorithm called advance stability improved
APF (AS-IAPF). The algorithm first utilizes global sampling
to pre-generate paths. It then uses the obstacle vehicle’s sta-
bility threshold as a dimensional adjustment parameter to
adaptively improve and adjust the repulsion field strength
coefficient in AS-IAPF. Additionally, a Gaussian oscillation
strength coefficient is introduced to the resultant force field.
Results from multiple simulation experiments demonstrate
that, compared with similar products, the AS-IAPF algo-
rithm not only maintains high efficiency but also enhances
the safety performance of path planning. The principles pre-
sented in this paper illustrate that the algorithm can effec-
tively enable autonomous cars to operate in complex envi-
ronments.

The organizational structure of this paper is as follows:
Sect. 1 elaborates on the significance and research status of
this study; Sect. 2 presents the problem statement and model
establishment for path planning; in Sect. 3, traffic stability
is modeled and solved, and a threshold for stability discrim-
ination is proposed; Sect. 4 introduces the novel AS-IAPF
algorithm; in Sect. 5, joint simulation tests are conducted to
verify the effectiveness and superiority of the AS-IAPF path-
planning algorithm; and the final section contains the con-
clusion, limitations of the research, and prospects for future
work.

2 Model statement and establishment

This paper assumes that the model is established un-
der the V2X (vehicle-to-everything) scenario in urban
road environments with good lighting conditions, complete
and clear transmission of image and video signals, and
well-maintained vehicle technical architecture (Zhong et
al., 2017). Figure 1 is a schematic diagram to facilitate model
description.

Figure 1a presents a model of the typical scenario of vehi-
cle motion in an urban traffic environment. The research sce-
nario is captured using multiple sets of cameras at the end of

the road, and the images are then cropped to generate an over-
head view. This view is mapped onto a plane coordinate sys-
tem, where the blue area represents a simplified scene map
and the white dots represent obstacle vehicles moving within
the map. These are described by Eqs. (1) and (2) as follows
(Geraerts and Overmars, 2004):

Xe =
[
xeye

]
, (1)

Xo =
[
xoyo

]
. (2)

Here, Xe represents the entire range of the vehicle motion
map (as shown in Fig. 1b_1), where xe and ye denote the hor-
izontal and vertical coordinates of this space. Xo represents
the position of the main vehicle, with xo and yo representing
its horizontal and vertical coordinates.

The coordinate matrix of other moving vehicles (as shown
in Fig. 1b_2) differs from that of the main vehicle, represent-
ing dynamic obstacles in the driving environment. This can
be represented by Eq. (3):

Ccar =

Xecar11 . . . Xecar1n
Xecar21 . . . Xecar2n
. . . . . . . . .

 . (3)

Here, Ccar represents the matrix of dynamic obstacles, and
Xecar represents the individual units of dynamic obstacles,
with the subscript numbers indicating the sequence of unit
positions.

The representation matrix of static obstacles, such as road
barriers, lane markings, and impassable areas, during the ac-
tual vehicle motion process can be expressed by Eq. (4):

Oobs =

Xeobs11 . . . Xeobs1n
Xeobs21 . . . Xeobs2n
. . . . . . . . .

 . (4)

In Eq. (4), Oobs represents the matrix of static obstacles, and
Xeobs represents the individual units of static obstacles, with
the subscript numbers indicating the sequence of unit posi-
tions.

Therefore, the feasible region of the vehicle can be repre-
sented by Eq. (5):

�free =
[
Xe−Ccar

⋃
Oobs | (xfreeyfree)

]
. (5)

Here, xfree and yfree represent the respective horizontal and
vertical coordinates of the feasible region.

For further definition of the primary vehicle state in the en-
vironment, as shown in Fig. 1c, the primary vehicle’s driving
state equation is denoted as S(x). The equation is expressed
as follows:

S(x)=G (WR (Oobs,Ccar) t) . (6)

In the Eq. (6), t represents time and W represents the major
technical parameters of the vehicle. In this paper, the focus
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Figure 1. Model description diagram.

is primarily on the study of path-planning algorithms, while
other technical parameters and algorithms will follow a spe-
cific brand’s original design plan (Zhang et al., 2024). R is
defined as the traffic operating environment. Specifically, the
ego vehicle S(x) should effectively avoid static obstacles and
other dynamic obstacle vehicles present in the environment
R. The expression for R is shown in Eq. (7):

R (Oobs,Ccar)ε�free. (7)

The overall objective of the work can be summarized by the
following mathematical model, which will be further com-
puted:∥∥S (ψ (te))− xgoal

∥∥< ℵ
s.t


S (ψ (t0))= xinit and ψ (te) ∈ xgoal

ψ (ti) ∈�freeti ∈ (t0, te)

‖vobs‖< vlimt,θobs < θlimt.

(8)

The goal of the above equations is to ensure that the vehicle
reaches its destination efficiently and smoothly. In the equa-
tion, ℵ represents the threshold of the objective function, a
very small constant indicating the ego vehicle reaching the
target point; ψ (ti) denotes the path at each moment; xinit and
xgoal are the initial and final points, respectively; ψ (t0) and
ψ (te) represent the initial and final elements of the path; vobs
and θobs are the speed and angular displacement of other driv-
ing vehicle units, respectively; and vlimt and θlimt are thresh-

olds for these two values. This threshold will be discussed in
detail in Sect. 3.

3 Math traffic stability modeling and thresholding

The APF algorithm does not fully consider the global driv-
ing environment, resulting in lower efficiency when facing
simple environments and the insufficient guarantee of a good
safety distance in complex scenarios with dynamic obstacles.
AS-IAPF, based on the APF algorithm, introduces a stabil-
ity threshold for driving and employs it as a dimensional
scale for the adaptive adjustment of the force field coeffi-
cients, enabling autonomous vehicles to better interpret the
current environment. This section will elaborate on the mod-
eling method for the stability of traffic elements and the cal-
culation method for determining the threshold.

3.1 Stability evaluation methods of traffic elements

The principles of traffic stability are described in Fig. 2, con-
sidering the use of four common traffic scenarios for illustra-
tion. In Fig. 2a and b, the main flow of vehicles in the lane
is high, but the vehicles are arranged in an orderly manner.
However, as shown in Fig. 2c and d, there are unstable fac-
tors in the main vehicle lane (such as congestion due to other
vehicles or frequent lane changing by vehicles in the same
direction). The former two scenarios do not require exces-
sive concern regarding the safety issues of path planning and
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are, thus, defined as having relatively good traffic element
stability. On the other hand, the latter two scenarios, if safety
driving distances are not considered, may lead to collisions
and other traffic accidents; thus, they are defined as having
relatively poor traffic element stability. Therefore, based on
the actual driving conditions and scenarios mentioned above,
it is necessary to further propose a new method for evaluating
vehicle stability on top of traditional path planning. This aims
to provide guidance for route-planning implementation, with
the goal of enhancing both the driving efficiency and safety
of route planning (Zhao et al., 2018).

3.2 Macroscopic dynamic model of traffic flow

In order to accurately describe the vehicle flow in unstable
traffic scenarios (as shown in Fig. 2c and d) for the analysis of
vehicle stability, this paper aims to establish a mathematical
model based on the vehicle flow conditions.

The model is established based on the Lyapunov stability
theorem and the 1D flow dynamics model by Aw and Rascle
(as outlined in Jiang et al., 2010). Firstly, the 2D flow dy-
namics model (Aw–Rascle model) is proposed as shown in
Eqs. (9), (10), and (11) (Jiang et al., 2010):

∂ρ

∂t
+
∂(ρv)
∂x
+
∂(ρu)
∂y
= 0, (9)

∂(v+Ph)
∂t

+ v
∂(v+Ph)
∂x

+ u
∂(u+Ph)

∂y
= s1, (10)

∂(v+Pv)
∂t

+ v
∂(v+Pv)
∂x

+ u
∂(u+Pv)

∂y
= s2. (11)

In the above equations, ρ represents the traffic flow density;
v and u denote the horizontal and vertical velocities of the
vehicle flow, respectively; S1 and S2 correspond to the re-
spective horizontal and vertical traffic flow densities; and Ph
and Pv indicate the macroscopic strength of the traffic flow
in the respective horizontal and vertical directions, as repre-
sented by Eqs. (12) and (13):

Ph (ρ,v,u, t)= τ1ρ(x,y)(u+ v), (12)
Pv (ρ,v,u, t)= τ2ρ(x,y)(u+ v). (13)

In the above equations, τ1 and τ2 represent relaxation coef-
ficients that balance the relaxation degree of traffic flow in
the respective lateral and longitudinal directions. Addition-
ally, this paper assumes that the density in both the lateral
and longitudinal directions follows a Gaussian distribution.
Therefore, the density function ρ(x,y) is given by Eq. (14):

ρ(x,y)= ρmax× exp
(
−(x−a)2

−(y−b)2)
, (14)

where ρmax represents the extreme value of density, while a
and b are real numbers.

Based on the above settings, the macroscopic traffic flow
model is simplified to the following (Dong et al., 2020):

∂ρ

∂t
+
∂(ρv)
∂x
+
∂(ρu)
∂y
= 0, (15)

∂v

∂t
+ v

∂v

∂x
=−

v

ρ

∂Ph

∂x
−

1
ρ

∂Ph

∂t
+

1
τ1

(Ve− v) , (16)

∂u

∂t
+ u

∂u

∂x
=−

u

ρ

∂Pv

∂y
−

1
ρ

∂Pv

∂t
+

1
τ2

(Ue− u) . (17)

Here, 1
τ1

(Ve− v) is denoted as S1, and 1
τ2

(Ue− u) is denoted
as S2, where Ve and Ue represent the nominal speeds in the
horizontal and vertical directions of traffic flow, respectively.

3.3 Criteria for traffic flow stability

Assuming that the state variables of the vehicles and the
equilibrium state variables of the traffic flow are denoted as
φt (x,y, t) and φe (x,y, t), respectively, if the traffic flow is
stable, the spatial state is bounded as shown in the following
expressions:

∂φt(x,y, t)
∂x

< ∂1, (18)

∂φt(x,y, t)
∂y

< ∂2, (19)

∂φe(x,y, t)
∂x

< ∂3, (20)

∂φe(x,y, t)
∂y

< ∂4. (21)

Therefore, the steady state of traffic flow can be described by
Eqs. (22) and (23):∥∥∥∥∂φt(x,y, t)

∂x
−
∂φe(x,y, t)

∂x

∥∥∥∥= ∂1− ∂2, (22)∥∥∥∥∂φt(x,y, t)
∂y

−
∂φe(x,y, t)

∂y

∥∥∥∥= ∂3− ∂4. (23)

3.4 Analysis of traffic flow stability and thresholds

As shown in Eqs. (22) and (23), in reality, the traffic envi-
ronment remains stable when the leading vehicle travels in
a straight line while the following vehicle maintains orderly
movement within the entire traffic flow. Under normal lane-
changing conditions (equivalent to a small disturbance to the
system), the traffic flow gradually returns to a stable state
(asymptotically stable). However, when there is extensive
lane changing or rapid merging of vehicles ahead (equivalent
to a large disturbance to the system), the traffic flow loses its
stability. In other words, the traffic flow can only maintain
stability when the speed and angles of the traffic matrix are
within certain ranges, as proposed in the fundamental con-
cept of traffic flow stability in Fig. 2.
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Figure 2. Schematic diagram of the traffic element stability principle.

Based on the above idea, rearranging and expanding
Eqs. (15)–(17) and computing the results yields Eqs. (24)–
(26):

∂ρ

∂t
+ v

∂ρ

∂x
+ ρ

∂v

∂x
+ u

∂ρ

∂y
+ ρ

∂u

∂y
= 0, (24)

∂v

∂t
+
v

ρ

∂Ph

∂ρ

∂ρ

∂x
+

(
v+

1
ρ

∂Ph

∂v

)
∂v

∂x
=

1
τ1

(Ve− v) , (25)

∂u

∂t
+
u

ρ

∂Pv

∂ρ

∂ρ

∂y
+

(
u+

1
ρ

∂Pv

∂u

)
∂u

∂y
=

1
τ2

(Ue− u) . (26)

Simultaneously, taking the total derivative of the equations
for ρ(x,y, t), v(x, t), and u(y, t) yields the following respec-
tive results:

dρ(x,y, t)=
∂ρ

∂x
dx+

∂ρ

∂y
dy+

∂ρ

∂t
dt, (27)

dv(x, t)=
∂v

∂x
dx+

∂v

∂t
dt, (28)

du(y, t)=
∂u

∂y
dy+

∂u

∂t
dt. (29)

The determinant of the matrix can be obtained from
Eqs. (24)–(29) and is given by Eq. (30):

1 u+v 0 ρ 0 ρ

0 v
ρ

∂Ph
∂ρ

1
(
v+ 1

ρ

∂Ph
∂v

)
0 0

0 u
ρ
∂Pv
∂ρ

0 0 1
(
v+ 1

ρ
∂Pv
∂u

)
dt (dx+dy) 0 0 0 0
0 0 dt dx 0 0
0 0 0 0 dt dy

×

ρt
ρx,y
vt
vx
ut
uy



=



0
1
τ1

(Ve− v)
1
τ2

(Ue− u)
dρ
dv
du

 . (30)

By solving Eq. (30), the characteristic velocities, vc and uc,
are obtained:

vc = τ1v+
v

2ρ
∂Ph

2v
±

√(
v

2ρ
∂Ph

2v

)2

+
∂Ph

∂ρ
, (31)

uc = τ2u+
u

2ρ
∂Pv

2u
±

√(
u

2ρ
∂Pv

2v

)2

+
∂Pv

∂ρ
. (32)

The eigenvalues vc and uc should satisfy Eqs. (33)
and (34), respectively (Zhao et al., 2020):

vc+ avvc+̇βvv
2
c = 0, (33)

uc+ auuc+̇βcu
2
c = 0. (34)

Therefore, the stability thresholds for velocity in the hori-
zontal and vertical directions are as follows:

av = 1−
1
τ1

(
ρ0

√
2Ve ˙(ρ0)τ1

)
, (35)

au = 1−
1
τ2

(
ρ0

√
2Ue ˙(ρ0)τ2

)
, (36)

1> 4ρ2
0Ve(ρ0)τ1, (37)

1> 4ρ2
0Ue(ρ0)τ2. (38)

Thus, the stable speed and angle thresholds of traffic ele-
ments can be expressed by Eqs. (39) and (40):

‖v̇‖ =

√(
Ve(ρ0)2+Ue(ρ0)2

)
<

√(
1

4ρ0τ1

)2

+

(
1

4ρ0τ2

)2

, (39)

dθ < d
(

arctan
U̇e

V̇e

)
. (40)

According to the model derivation and calculation, it can be
inferred that the traffic factor is unstable when the velocity of
a traffic factor exceeds ‖v̇‖ or the rate of change in the turn-
ing angle exceeds dθ . These thresholds will be considered in
the subsequent algorithm construction process.
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4 AS-IAPF algorithm

The AS-IAPF algorithm improves upon the APF algorithm
by pre-generating initial paths and implementing Gaussian
random oscillations. Additionally, by introducing the traffic
stability threshold discriminant derived from the analysis in
Sect. 3.1 as the adaptive adjustment factor for the force field,
the algorithm enhances its environmental perception capa-
bilities. This effectively improves the algorithm’s robustness
and computational efficiency.

4.1 Pre-generating the initial path

Generating an initial path helps provide more force field in-
formation, improves planning efficiency, and further reduces
the safety risks of obstacle avoidance. Therefore, prior to
force field planning, the initial path is generated based on
static obstacles. The main principle of generating the initial
path is to use the starting point of the host vehicle as the
axis and search its surrounding eight sub-nodes (Y. Zhang et
al., 2023). The evaluation function f (n) for the eight sub-
nodes is calculated, with the evaluation function defined as
follows:

f (n)= g(n)+ eh(n)
×h(n) , (41)

where g(n) represents the actual cost from the starting point
to the current node and h(n) is the heuristic function repre-
senting the estimated cost from the current node to the tar-
get point. The formulas for the aforementioned variables are
given in Eqs. (42) and (43):

g(n)=
√

(xstart− xn)2+ (ystart− yn)2, (42)

h(n)=
√

(xgoal− xn)2+ (ygoal− yn)2, (43)

where xstart and ystart are the coordinates of the starting point,
xgoal and ygoal are the coordinates of the end point, and xn
andyn are the coordinates of the current node.

Finally, through the search calculations until the goal point
is reached, the algorithm concludes. Then, by searching
backward from the goal point along the parent nodes to the
starting node, the path with the minimum cost is obtained as
the final path, which is used as the initial path for AS-IAPF.

4.2 Construction of force fields

In this section, we will elaborate on the process of construct-
ing force fields. The forces at each position are calculated
based on the obstacles and target points within the environ-
ment. The vehicle is then driven towards the target point
along the negative gradient of the force field to ensure safe
travel to the destination (Wu et al., 2023).

4.2.1 Attraction field

The attraction field exerts an attractive force on the vehicle,
drawing it towards the target point. In this paper, the expres-

sion for constructing the attraction field is given by Eq. (44):

Uattact (XO)

=

{ 1
2δσ

2 (XO,Xgoal
)
, σ

(
XO,Xgoal

)
≤ σO

2δσ
(
XO,Xgoal

)
σO−

1
2
δσ 2

O, σ
(
XO,Xgoal

)
> σO

, (44)

where Uattact (XO) represents the attractive force function;
δ is the attraction adjustment parameter; Xgoal denotes
the target point; XO represents the vehicle’s position; and
σ
(
XO,Xgoal

)
is the Euclidean distance between the vehicle

and the target point, with σO as the threshold for this distance.
Taking the negative gradient of Eq. (44) yields the follow-

ing derivative result shown in Eq. (45):

F attact (XO)=−∇Uattact (XO)

=

{
−δσ

(
XO,Xgoal

)
, σ

(
XO,Xgoal

)
≤ σO

−
δσO

σ(XO,Xgoal) , σ
(
XO,Xgoal

)
> σO,

(45)

when σ
(
XO,Xgoal

)
≤ σO, the value of the attractive

force gradient is directly proportional to the distance be-
tween the vehicle and the target point. Conversely, when
σ
(
XO,Xgoal

)
> σO, the gradient value is inversely propor-

tional to the distance. This mechanism effectively prevents
excessive attraction force leading to collisions with obstacles
due to excessively large distances.

Additionally, the initial path generation in Sect. 4.1 also
exerts an attractive force on the vehicle, denoted by the fol-
lowing:

ULine_attact (XO)

=

{ 1
2δε

2 (XO,XLine) , ε (XO,XLine)≤ εO
2δε (XO,XLine)εo−

1
2δε

2
o, ε (XO,XLine)> εO,

(46)

FLine_attact (XO)=−∇ULine_attact (XO)

=

{
−δε (XO,XLine) , ε (XO,XLine)≤ εO

−
δεo

ε(XO,XLine) , ε (XO,XLine)> εO
. (47)

Here, ULine_attact (XO) represents the initial path attraction
force, FLine_attact (XO) represents the negative gradient
derivative of ULine_attact (XO), δ is the path attraction adjust-
ment parameter, XLine denotes the points on the initial path,
ε (XO,XLine) represents the Euclidean distance between the
vehicle and the points on the initial path, and εO is the thresh-
old for this distance.

4.2.2 Force field

The repulsive field exerts a repulsive force on vehicles, which
can keep them away from obstacles. In this paper, the equa-
tion for the repulsive field is set as follows:

Urepulsion (XO)

=

{
1
2µ
(

1
γ (XO,Oobs) −

1
γO
−

)2
, γ (XO,Oobs)≤ γO

0, γ (XO,Oobs)> γO,
(48)
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where Urepulsion (XO) is the repulsion field function; µ is the
attraction adjustment parameter; Oobs represents the obstacle
point;XO is the vehicle position; and γ

(
XO,Xgoal

)
is the Eu-

clidean distance between the vehicle and the obstacle point,
with γO as the threshold distance.

Furthermore, if there are n obstacle points in the scene, the
total repulsion field is the vector sum of n repulsion fields,
expressed as follows:

Urepulsion (XO)=
∑n

i=1
Urepulsion_i (XO) . (49)

Similarly, taking the negative gradient of Eq. (49) yields the
repulsive force as shown in Eq. (50):

F repulsion (XO)=−∇Urepulsion (XO)

=


µ
(

1
γ (XO,Oobs) −

1
γO

)
(Xo−Oobs)
γ 3(XO,Oobs) ,

γ (XO,Oobs)≤ γO
0, γ (XO,Oobs)> γO.

(50)

For the repulsive field adjustment parameter µ, based on
the flow stability determination method described above, the
adaptive adjustment strategy for µ is given by Eq. (51):

µ=



µo if Vobs <

√(
1

4ρ0τ1

)2
+

(
1

4ρ0τ2

)2

and dθ < arctanVobs_y
Vobs_x

µo

e
−

√(
V 2

obs+dθ2
) if Vobs >

√(
1

4ρ0τ1

)2
+

(
1

4ρ0τ2

)2

or dθ > arctanVobs_y
Vobs_x

.

(51)

When the obstacle vehicle is in the stable range determined
by the judgment criteria, the adjustment parameter for the re-
pulsion field remains at a constant value µo. However, when
the obstacle vehicle is not in the stable range, the value of the
repulsion field adjustment parameter will gradually increase
according to the degree of instability of the vehicle’s driving
state, thereby dynamically controlling the avoidance force of
the vehicle.

4.2.3 Resultant force

In conclusion, the resultant force field is obtained by adding
the attraction field function and the repulsion field function
as follows:

U (Xo) =
[
Uattact (XO)+ULine_attact (XO)

−

∑n

i=1
Urepulsion_i (XO)

]
+ ξ × z(1,1). (52)

Therefore, the corresponding negative gradient of the resul-
tant force is Eq. (53):

F (Xo ) = F attact (XO)+FLine_attact (XO)

−

∑n

i=1
F repulsioni

(XO)+ ξ ×Z(0,1) , (53)

Table 1. Results of Experiment 1.

Algorithm Average Average path Success
time (s) length (cm) rate (%)

AS-IAPF 5.69 2.37 100
APF 7.19 2.51 87

where ξ represents the strength of Gaussian random oscilla-
tions andZ(0,1) generates a random number from a standard
normal distribution. The purpose of this component is to pre-
vent path planning from falling into local optima.

Finally, the flowchart of AS-IAPF is shown in Fig. 3. In
Fig. 3, the orange part is the process of the pre-generated path
algorithm, the blue part is the process of generating the sta-
bility threshold of traffic elements, and the purple part is the
force field construction process of the AS-IAPF algorithm.

5 Experiment and simulation

This section presents the results of five experiments to
demonstrate the effectiveness of the proposed AS-IAPF al-
gorithm. The five experiments consist of five 2D trials and
one 3D trial. The five 2D scenarios include four static obsta-
cle avoidance scenarios and one dynamic obstacle avoidance
scenario, while the 3D trial encompasses three typical traf-
fic scenarios. The experimental scenarios comprehensively
cover various obstacle avoidance situations, providing mul-
tiple perspectives on the effectiveness of the AS-IAPF algo-
rithm with respect to addressing issues related to algorithm
entrapment in local optima and low efficiency in dynamic ob-
stacle avoidance. Comparative experiments significantly in-
dicate that the proposed algorithm performs well in various
specific environments.

5.1 Experiment 1

The first experiment simulates the process of vehicle obsta-
cle avoidance when faced with a semicircular obstacle, which
notably features several local optimal points (i.e., points
where the resultant force field, as indicated in Eq. 52, equals
0). In the experiment, the starting point is set at (0.1,0.1),
while the target point is set at (0.9,0.9). The results of the
experiment are shown in Fig. 4. The original APF algorithm,
when faced with this type of obstacle, easily falls into local
optima due to the lack of a priori initialization path guid-
ance and oscillation processing of the force field. In contrast,
the AS-IAPF algorithm effectively avoids local optima and
reaches the target point. The results of 100 repeated simula-
tion trials are presented in Table 1.

As indicated in Table 1, the results of 100 repeated simula-
tion trials demonstrate that the AS-IAPF algorithm exhibits
an average planning time of 5.69 s and an average path length
of 2.37 cm. Compared with the original APF, these values
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Figure 3. Flowchart of the AS-IAPF algorithm.

Figure 4. Diagram of results for Experiment 1: (a) APF and (b) AS-IAPF.
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Table 2. Results of Experiment 2.

Algorithm Average Average path Success
time (s) length (cm) rate (%)

AS-IAPF 10.31 4.19 100
APF 12.87 4.36 79

represent improvements of 20.86 % and 5.58 %, respectively.
Furthermore, due to the propensity of APF to fall into local
optima in this scenario, AS-IAPF achieves a 100 % success
rate in optimization.

5.2 Experiment 2

Experiment 2 involved a static U-shaped obstacle. In contrast
to Experiment 1, the local optimal region of the U-shaped
obstacle is larger than that of the semicircular obstacle, and
the starting point is positioned within the U-shaped obstacle.
The starting point is set at (0.3,0.3), while the target point is
set at (0.9,0.9). The results of the experiment are depicted in
Fig. 5. The standard APF algorithm occasionally shows the
vehicle driving in the wrong direction, whereas the AS-IAPF
algorithm, benefiting from prior path planning, consistently
and successfully reaches the target point.

To further demonstrate the superiority of the proposed al-
gorithm, the results of 100 repeated simulation trials in the
same scenario are presented in Table 2.

As shown in Table 2, the results of 100 repeated simula-
tion trials for Scenario 2 indicate that the AS-IAPF algorithm
has an average planning time of 10.31 s and an average path
length of 4.19 cm. Compared with the original APF, these
metrics represent improvements of 19.89 % and 3.89 %, re-
spectively. Furthermore, in terms of the optimization success
rate, the AS-IAPF algorithm achieves a success rate of 100 %
due to its a priori strategy, whereas the original APF algo-
rithm is prone to falling into local optima, with an average
success rate of only 79 %.

5.3 Experiment 3

Experiment 3 features a small yet complex maze-like map
with multiple rectangular obstacles and numerous local opti-
mal points. The map measures 500 units× 500 units, with the
starting point set at (50,50) and the end point at (450,450).
Figure 6 presents the final computation results for five differ-
ent algorithms.

To intuitively display the performance of the algorithms
in this environment, this study conducted 100 simulations of
the aforementioned six algorithms (Wu et al., 2023) in this
static environment and averaged the results, which are listed
in Table 3.

From the experimental statistical results in Table 1, it is ev-
ident that, in terms of target reachability, both AS-IAPF and
DA-IAPF, as well as the PRM algorithm, achieved a 100 %

Table 3. Simulation results for Experiment 3 (averaged over 100
runs of all algorithms).

Algorithm Time (s) Path length (cm) Success rate
(%)

AS-IAPF 14.79 721.3 100
DA-IAPF 12.14 732.7 100
RRT 69.53 773.5 21
GA 15.78 778.7 84
PRM 15.41 712.9 100
APF 26.89 752.5 92

success rate. Regarding time, AS-IAPF was 5.3 % slower
than DA-IAPF but improved by 4.02 % compared with PRM.
In terms of path length, AS-IAPF was 1.17 % longer than
PRM and 1.58 % longer than DA-IAPF. The quantitative ex-
perimental results demonstrate that the PRM algorithm pro-
vides the shortest route; however, under the evaluation cri-
teria of this study, AS-IAPF exhibits higher solution quality.
This is primarily reflected in the following aspects: (1) fewer
vehicle turns result in smoother vehicle trajectories, (2) vehi-
cles maintain a better safety distance from obstacles during
travel, and (3) the algorithm demonstrates the best overall
efficiency. Therefore, it can be inferred that, although there
is still room for optimization in the AS-IAPF algorithm and
minor differences in related performance indicators, the al-
gorithm exhibits good overall performance and can meet the
path-planning requirements of static complex obstacle avoid-
ance environments.

5.4 Experiment 4

Experiment 4 simulated the performance of vehicles when
facing stationary and moving vehicles. Two scenarios were
set up. Firstly, the transformation of the Cartesian coordi-
nates in Eqs. (3) and (4) into Frenet coordinates was required,
and the vehicle’s dynamics equations were then established
based on Eq. (6) after the coordinate transformation (Li et
al., 2022).

5.4.1 Scenario 1

There is a parked vehicle by the roadside (represented by a
green rectangular box in Fig. 7). The ego vehicle (red rectan-
gular box) is driving behind the obstacle, with sufficient lat-
eral space to avoid the side obstacle. The simulation results
for this scenario are shown in Fig. 7. According to the re-
sults, the minimum distance between the ego vehicle and the
obstacle is 3.29 m. As shown in Fig. 7, at each 1 s time step,
the potential field forces the vehicle away from the obstacle
and the road boundary to avoid collisions. After passing the
obstacle, the ego vehicle continues to travel along the adja-
cent lane. From the simulated trajectory, it is observed that
the yaw angle remains within a reasonable range at all times.
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Figure 5. Diagram of results for Experiment 2: (a) APF and (b) AS-IAPF.

Figure 6. Diagram of results for Experiment 3: (a) AS-IAPF, (b) DA-APF, (c) RRT, (d) GA, (e) PRM, and (f) APF.
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Figure 7. Diagram of the Scenario-1 results in Experiment 4.

APF and AS-IAPF were run separately in Scenario 1,
and the temporal data of four parameters – steering angle,
steering angular acceleration, lateral displacement, and Eu-
clidean distance to the obstacle – were compared (Zheng et
al., 2014; Li et al., 2021). The temporal data of the exper-
imental results are shown in Fig. 8. A comparison revealed
that, in this scenario, AS-IAPF improved obstacle avoidance
time by 12.5 % compared with APF, indicating increased ef-
ficiency. The maximum steering angle decreased by 16.8 %,
steering angular acceleration decreased by 14.04 %, and the
slope of lateral displacement significantly decreased, indi-
cating smoother vehicle operation. The minimum distance
between the vehicle and the obstacle was 3.29 m, while the
minimum distance for APF under the same conditions was
3.02 m, demonstrating an 8.94 % increase in safety distance,
signifying safer vehicle operation.

5.4.2 Scenario 2

Scenario 2 aimed to demonstrate a simulation experiment of
lane changing by the ego vehicle in the presence of both
moving obstacle vehicles and stationary vehicles on a pre-
determined dual-lane curved road. Figure 9 displays the sim-
ulation results for this scenario, with each time step between
two red points being 1 s. During the avoidance process, the
minimum distance between the two vehicles was 1.5 m. The
final results indicate that the ego vehicle was able to reach
the destination safely.

The experimental results for Scenario 2 are shown in
Fig. 10: in terms of obstacle avoidance time, AS-IAPF was
5.2 % shorter than APF; in terms of steering angle, AS-IAPF
was 1.59 % smaller than APF; in terms of steering angular
acceleration, AS-IAPF was 19.83 % smaller than APF; and in
terms of safety distance, AS-IAPF was 14.49 % longer than
APF. In summary, the data from both scenarios reflect that,
in the same obstacle avoidance scenario, the AS-IAPF algo-

rithm demonstrates varying degrees of improvement with re-
spect to driving efficiency, safety, and smoothness compared
with the APF algorithm.

5.5 Experiment 5

Given the satisfactory computational performance of the
aforementioned four 2D simulation environments, the obsta-
cle avoidance performance of the AS-IAPF algorithm was
further validated. This work involved a 3D simulation exper-
iment based on real traffic scenarios to verify its performance
(Cao et al., 2024).

To obtain actual traffic scenarios, data were collected from
a real traffic scene in a city in China using a specialized data
collection vehicle equipped with a four-line laser radar, an
intelligent camera, two sets of high-definition (HD) cameras,
two sets of regular cameras, a data collection engineering ve-
hicle, a data collection system, a touch screen, a comprehen-
sive navigation system, and a controller area network (CAN),
among other equipment. The hardware equipment for the
data collection engineering vehicle and the data collection
system is shown in Fig. 11.

During the scene collection process, the data collection ve-
hicle travels on the road to be surveyed. The data collection
engineering vehicle and the data collection system are capa-
ble of real-time recognition and collection of various vehi-
cles and obstacles on the road surface based on the actual
traffic scenarios. This information is then stored as a 3D dig-
ital scene in the system. The real-time images collected are
shown in Fig. 12 (Zou and Liang, 2024).

After collecting data from real-world traffic scenarios, this
study incorporated the dynamics models and other technical
parameters of a certain Chinese-manufactured autonomous
vehicle (such as the state equation shown in Eq. 4) into a
digital model. Following adjustments and improvements to
the relevant dynamics models, the proposed path-planning
algorithm was implemented in a simulator. Three simulation
scenarios were generated in the scenario system: static obsta-
cles, abruptly braking vehicles, and moving vehicles, aimed
at validating the algorithm’s comprehensive obstacle avoid-
ance performance.

The simulation test results include experimental-scenario
data and real-time vehicle operational data. The real-time
data results comprise the following: vehicle speed, acceler-
ator pedal response signal, steering wheel angle signal, and
brake pedal pulse signal. The brake pedal pulse signal serves
as a state variable (1 indicates vehicle braking initiation,
while 0 indicates cessation of vehicle braking). Figure 13 de-
picts the obstacle avoidance scenario with static obstacles,
where a static, conical-barrel obstacle is set in the scene.
Real-time data curves show that the vehicle comes to a stop
in front of the fixed obstacle for a period; the steering wheel
angle gradually increases; the vehicle automatically changes
lanes to the right to avoid the obstacle; and, after success-
ful avoidance, the speed gradually increases as it returns to
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Figure 8. Comparison of the Scenario-1 test data.

Figure 9. Diagram of the Scenario-2 results in Experiment 4.

the normal lane. Experimental results in this scenario demon-
strate the algorithm’s effectiveness with respect to avoiding
stationary obstacles.

As shown in Fig. 14, the simulation test presents the sce-
nario of sudden braking by the preceding vehicle for obsta-
cle avoidance. The blue vehicle ahead abruptly stops, trig-
gering a brake pulse response signal in the host vehicle to
reduce speed. Simultaneously, the steering wheel angle sig-
nal increases, enabling the host vehicle to smoothly yield
and change lanes to the right. Following the successful lane
change, the steering wheel angle signal returns to normal,
and the vehicle merges back into the regular lane. Experi-
mental results in this scenario affirm the algorithm’s effec-
tiveness in the event of sudden braking by the preceding ve-
hicle.

Illustrated in Fig. 15 is the simulation test for obstacle
avoidance with a preceding vehicle moving at a constant
speed. As the blue vehicle ahead travels forward at a con-
stant speed, the host vehicle follows behind in the same lane
and direction. Upon reaching the safe distance threshold, the
following occurs: the brake pedal response signal is first trig-
gered to reduce speed; concurrently, the steering wheel angle
signal causes the vehicle to change lanes to the adjacent lane;
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Figure 10. Comparison of Scenario-2 test data.

Figure 11. Photographs of the engineered machines, switches, and signal-processing units.
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Figure 12. Scene capture test photos.

Figure 13. Simulation test of static obstacle avoidance.
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Figure 14. Simulation test of obstacle avoidance in the case of sudden braking in front of the host vehicle.

upon passing the obstacle, the vehicle then reverts back to the
initial lane, ultimately successfully achieving a lane change
and yielding at normal speed.

The significant testing results of the above three scenarios
clearly demonstrate that, in real digitalized 3D testing en-
vironments, the algorithm is capable of achieving safe ob-
stacle avoidance when confronted with stationary obstacles
(Fig. 13), sudden braking vehicles (Fig. 14), and moving ve-
hicles (Fig. 15), ultimately enabling the vehicle to reach its
intended destination.

6 Conclusion

To (i) enhance the obstacle avoidance capabilities of au-
tonomous vehicles in complex traffic scenarios in actual ur-
ban traffic and (ii) improve the planning computation effi-

ciency and trajectory tracking performance of the APF al-
gorithm, this paper proposes an AS-IAPF algorithm based
on the criterion of traffic stability. This algorithm enhances
the efficiency and driving safety of the APF algorithm, en-
abling the vehicle to make corresponding obstacle avoidance
actions effectively based on the actual obstacle avoidance
scenarios ahead, ultimately achieving efficient and safe ob-
stacle avoidance. The main conclusions of this paper are as
follows:

1. Firstly, this study analyzes and expounds on macro-
scopic traffic models and achieves effective modeling
of the stability of traffic elements based on Lyapunov
stability theorem and classical 1D flow models, thereby
obtaining a threshold discriminant for traffic stability.
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Figure 15. Simulation test of obstacle avoidance at a constant speed and in the same direction.

2. Secondly, based on the above threshold discriminant, a
new type of AS-IAPF algorithm is proposed. In com-
parison with the standard APF, AS-IAPF introduces a
threshold criterion for traffic flow stability into the stan-
dard potential field functions, which is used to adap-
tively adjust the repulsive field adjustment coefficient.
Additionally, it guides the vehicle to the target point by
using the gradient descent potential guidance strategy.
Furthermore, by pre-generating an initial global path
for path planning, a Gaussian oscillation factor is intro-
duced to help the vehicle escape local minima.

3. Finally, this work conducts joint simulation experiments
for 2D and 3D scenarios of five different types. The
simulation results indicate good performance in various
static and dynamic scenarios, with a pathfinding suc-
cess rate of close to 100 %. Compared with other al-

gorithms, AS-IAPF can obtain optimal or near-optimal
paths in various complex environments, exhibiting good
smoothness and a safe distance without oscillation.

However, the research in this paper is not yet perfect, with
existing issues including the following:

1. There is still room for further improvement in the qual-
ity and efficiency of the algorithm’s solution, as the al-
gorithm fails to achieve the optimal value during opera-
tion.

2. The digital traffic scenarios covered in the experiments
are not comprehensive enough, especially in the face of
scenarios such as pedestrians crossing the road, cars ap-
proaching from behind, and obstacle vehicles cutting in
and out of traffic, which require further exploration in
future work.
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3. This paper lacks field tests and road experiments with
actual vehicles, and further research on the algorithm
is needed with respect to the operational scenarios of
actual vehicles, with the adaptability of the current
autonomous-driving hardware and software yet to be
verified.
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