A real-time and accurate detection approach for bucket teeth falling off based on improved YOLOX
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Abstract. An electric shovel is a bucket-equipped mining excavator widely used in open-pit mining today. The prolonged direct impact between the bucket teeth and the ore during the mining process will cause the teeth to loosen prematurely or even break, resulting in unplanned downtime and productivity losses. To solve this problem, we propose a real-time and accurate detection algorithm of bucket teeth falling off based on improved YOLOX. Firstly, to solve the problem of poor detection effect caused by uneven illumination, the dilated convolution attention mechanism is added to enhance the feature expression ability of the target in complex backgrounds so as to improve the detection accuracy of the target. Secondly, considering the high computing cost and large delay of the embedded device, the deep separable convolution is used to replace the traditional convolution in the feature pyramid network, and the model compression strategy is used to prune the redundant channels in the network, reduce the model volume, and improve the detection speed. The performance test is carried out on the self-constructed dataset of WK-10 electric shovel. The experimental results show that, compared with the YOLOX model, the mean average precision of the algorithm in this paper reaches 95.26 %, only 0.33 % lower, while the detection speed is 50.8 fps, 11.9 fps higher, and the model volume is 28.42 MB, which is reduced to 29.46 % of the original. Compared with many other existing methods, the target detection algorithm proposed in this paper has the advantages of higher precision, smaller model volume, and faster speed. It can meet the requirements of real-time and accurate detection of the bucket teeth falling off.

1 Introduction

With the continuous progress of science and technology, the mining of mineral resources is developing in a more complex, automated, and intelligent direction (Wang et al., 2018; Chen et al., 2017). Electric shovels are the main excavation equipment in mine production. The prolonged direct impact of the bucket teeth on ore during excavation can cause the bucket teeth to be subject to strong impact, friction, and bending force, which will cause the bucket teeth to loosen or even break unexpectedly from the teeth base, resulting in serious economic losses and waste of human and material resources. Firstly, the failure of the bucket teeth will increase the frictional resistance of the electric shovel during the excavation operation, making it difficult for the bucket to excavate, thereby affecting the efficiency of the excavation operation and accelerating the loss of the electric shovel (Akter and Basak, 2022). Secondly, since most of bucket teeth are made of high manganese steel or alloy steel, the hardness is much higher than that of ore and other materials. Once the broken bucket teeth are unloaded into the crusher together with ore, it will cause crusher failure and affect the whole mine crushing production line (Singla et al., 2014). The looseness or fracture of the bucket teeth is not detected in a timely and accurate manner, which will lead to serious safety hazards. Therefore, it is necessary to propose a high-precision, high-real-time bucket teeth target detection algorithm.

In recent years, domestic and foreign scholars and research institutions have been trying to use traditional image processing algorithms to realise intelligent detection of the bucket teeth on existing video monitoring systems. For example, He et al. (2011) applied support vector machine (SVM) on the image’s gray gradient histogram and applied structural feature constraints to the detection results based on the positional relationships between bucket teeth to improve the ac-
curacy of object detection. Alma’aitah and Hassanein (2014) used Sprouts sensor network platform to detect bucket teeth, and embedded wireless power transmission units and auxiliary antennas in bucket teeth to locate broken bucket teeth. Lim et al. (2016) determined the position of bucket teeth through the image samples of the bucket teeth movement process, used the optical flow method and frame difference method to track and correct the bucket teeth position, and finally used the image grayscale feature to judge the lack of bucket teeth. However, traditional algorithms are often based on the surface layer information of images, and need continuous parameter updates and template matching to obtain optimal features. Each feature template defines a specific task, which cannot meet the real-time and accurate detection requirement on the bucket teeth falling off.

With the continuous development of deep learning, breakthroughs have been made in the field of computer vision. The convolutional neural network has become an important means of image processing, and it has been introduced into the field of target detection, making the real-time and accurate detection of the bucket teeth falling off possible (Sun et al., 2022; Shen et al., 2022; Ji et al., 2022). Ji et al. (2021) proposed an intelligent monitoring system for missing bucket teeth, and used Faster R-CNN for bucket teeth target detection, which improved the detection accuracy of bucket teeth. Based on the DeepLabV3+ detection algorithm, Liu et al. (2021) completed the semantic segmentation of the image and obtained the profile information of the bucket teeth by improving the loss function and adding the attention mechanism. However, due to the deep network model and the large amount of parameters, it is difficult to deploy to embedded mobile devices. Therefore, under the premise of ensuring detection accuracy, it is very important to compress and lighten the convolutional neural network model (Zheng et al., 2022).

At present, the development of compression methods and lightweight models of convolutional neural networks are rapid. The model compression methods mainly include knowledge distillation, low-rank decomposition, quantisation, and channel pruning. Li et al. (2019) introduced knowledge distillation into convolutional neural networks to achieve model compression and distilled redundant network models to simple models; Denton et al. (2014) used approximate matrix products to replace the weight matrix of the convolutional neural networks, and decomposed the convolutional neural networks with low-rank, so as to reduce the amount of parameters. Liu et al. (2017) used the channel pruning strategy to prune redundant parameters of the convolutional layer, which effectively reduced the amount of computation and parameters while ensuring the integrity of the convolutional neural network. For lightweight models, single-shot multi-box detector (SSD) network structure based on deep feature fusion was proposed (Bai et al., 2022; Huang et al., 2022), which enhances the complementarity of high-level features and improves the detection performance of the SSD network for targets of different scales. Redmon et al. (2016) proposed the YOLO (you only look once) network, which takes the object detection process as a regression task and predicts multiple bounding boxes directly from the input image. In response to the problem that YOLOv1 only supports the same resolution of the input image with the training image, YOLOv2 (Redmon and Farhadi, 2017) improves the network structure and position prediction mechanism, which can adapt the model to multi-scale image input. YOLOv3 (J. Huang et al., 2021) uses a logical classifier to achieve multi-label classification but due to the insufficient feature extraction capability of the network itself, the accuracy of small target recognition is low. The subsequent improved YOLOv4 (Tan et al., 2021) on this basis uses the feature pyramid network structure to integrate the deep features and shallow features to solve the problem of small target recognition. In 2021, Ge et al. (2021) proposed a high-performance detection model YOLOX, which does not use anchor and dynamically matches samples for targets of different sizes. In the previous version of YOLO, the decoupling head was integrated; that is, classification and regression were implemented in a 1 × 1 convolution (L. Huang et al., 2021). YOLOX, it was believed, adversely affected the identification of the network, so in YOLOX, YoloHead was divided into two parts and implemented separately and finally integrated during the prediction phase. Compared with YOLOv3 and YOLOv4, the detection accuracy and speed of YOLOX model have been improved, the end-to-end deployment is more flexible, and the model size and memory occupation are more suitable for embedded mobile devices. However, the overall detection performance of YOLOX algorithm needs to be further improved.

In order to achieve real-time and accurate detection of bucket teeth falling off, an improved YOLOX algorithm is proposed in this paper. The main contributions and innovations of this paper are as follows: (1) firstly, the dilated convolution attention mechanism is added to enhance the saliency of the target in the complex background; secondly, the deep separable convolution is used to replace traditional convolution in the feature pyramid network; finally, the model compression strategy is used to prune redundant channels in the network, reduce model volume, and improve detection speed. (2) WK-10 and WK-35 electric shovel datasets were collected under real working conditions for training deep learning models. (3) Comparing multiple sets of experiments and evaluating the detection results, the mean average precision of our algorithm can reach 95.26%, the detection speed is 50.8 fps, and the model volume is 28.42 MB. The experimental results on the migration dataset show that the improved model has strong generalisation ability.

2 Bucket teeth intelligent monitoring system

The bucket teeth intelligent monitoring system is mainly composed of image acquisition module, Ethernet commu-
nication module, detection module, and display module. As shown in Fig. 1, firstly, a top-view camera is installed under the crown wheel of the shovel boom and a front camera is installed on the rotary platform, and thus the image information of bucket teeth is collected to the greatest extent by using the complementary method of two monitoring spots. Then, it is transmitted to the embedded Xavier processor through Ethernet to detect bucket teeth based on the deep learning algorithm. Finally, the detection results are transmitted to the industrial touch all-in-one machine through UDP for display.

In view of the bad working environment of the electric shovel and the poor performance of the embedded equipment, a target detection algorithm that meets the requirements of accuracy and speed is selected, and the problem of bucket teeth falling off is converted into the problem of detecting the type, number, and position of the input image target.

3 YOLOX algorithm

YOLOX is an end-to-end target detection algorithm which adds many optimisation strategies on the basis of YOLOv3 to greatly improve the detection performance. Its network structure is shown in Fig. 2. YOLOX is divided into four main parts which are input, feature extraction backbone network, neck, and prediction module. The input uses two methods to enhance features: mosaic data enhancement and mixUP. The former one aims to improve the model detection capacity on small objects in the image. The input data are sliced by Focus before entering the feature extraction backbone network. The Focus structure performs self-copying and slicing operations on the image to obtain a down-sampling feature map with twice the information (Wang et al., 2022). The CBS (composed of convolution, batch normalisation, and SiLU activation function) module is used for feature extraction, and the cross-stage partial (CSP) structure is used to optimise the gradient information in the network, reduce the amount of inference calculation, and speed up the calculation of the network. The spatial pyramid pooling (SPP) layer performs feature extraction on the maximum pooling of different pooling kernel sizes, improving the receptive field of the network, and enhancing the nonlinear expression ability of the network. Neck improves the feature pyramid network + path aggregation network (FPN + PAN) structure to enhance the feature fusion of the network and the transmission of inference information in the network (Bello et al., 2021). Prediction replaces the original classification and regression layer couple head with decouple head, adopting anchor-free frame mechanism and simOTA label assignment method to solve the optimal transmission problem and reduce the amount of model parameters, which significantly improves the regression speed and accuracy of the network.

4 Improved YOLOX algorithm

The improved YOLOX network structure is shown in Fig. 3. First, the images are fed into the backbone network, and the feature maps are obtained after several convolution operations and pooling operations. Then, the obtained feature map is fed into the feature pyramid structure, and the feature extraction is enhanced by using the FPN structure and PAN structure, and the up-sampling and down-sampling operations are completed at the same time to combine the shallow feature map semantic information with the deep feature map semantic information. Finally, the target detection work is completed in the YoloHead structure.

4.1 Dilated CBAM (convolutional block attention module)

When the electric shovel is working, the background often has uneven illumination, which makes the target features inconspicuous. By adding an attention mechanism, the interference caused by the environment can be alleviated and the detection accuracy can be improved. At present, most of the existing attention mechanisms are channel or spatial attention mechanisms, which cannot make the network pay attention to the most contributing channel and the most contributing space at the same time. To take both into account, this paper adds a channel and spatial CBAM (convolutional block attention module) (Zhang et al., 2020). This module takes up less computation and can significantly improve the detection performance. However, in order to increase the network receptive field and improve the connection between target and background information, we change the convolutional layer to a dilated convolutional layer. However, Yu et al. (2017) pointed out that dilated convolution can cause gridding artifacts when the frequency of feature maps is higher than the sampling frequency of dilated convolution. To remove the gridding artifacts, two convolutional layers with a smaller dilation rate are added after the convolutional layer with dilation rate of 4; the structure is shown in Fig. 4. Among them, a dilated CBAM module is added after each CSP module, and up-sampling and down-sampling to calculate the weight information of the feature map in the channel and spatial position. According to the weight distribution, the ability of the network to distinguish target from background is improved, and a good detection result is achieved in practical applications.

The dilated CBAM module first sends the input features \( F \) into the channel attention module, which obtains the information of each channel through average pooling and max pooling, superimposes the obtained parameters through a MLP (multi-layer perceptron) to generate different channel attention maps, and activates by the sigmoid function to the final channel attention map. The calculation formula is shown as Eq. (1):

\[ M_c(F) = \sigma (\text{MLP(AvgPool}(F)) + \text{MLP(MaxPool}(F))) \]
\[ = \sigma \left( W_0 \left( F_{\text{avg}}^c \right) \right) + W_1 \left( F_{\text{max}}^c \right) \right), \]  \hspace{1cm} (1)

where \( \sigma(\cdot) \) is the sigmoid nonlinear activation function; \( W_0 \) and \( W_1 \) are the hidden layer weights and output layer weights, respectively; and \( F_{\text{avg}}^c \) and \( F_{\text{max}}^c \) are the average pooling and max pooling operations of the channel attention module, respectively.

After the feature map \( F_x \) is sent to the spatial attention module, the spatial information is gathered along the channel dimension through average pooling and max pooling to generate a spatial feature map. Then, through the dilated convolution calculations with dilation rates of 4, 2, and 1, and activation of the sigmoid function, the spatial attention feature is obtained. The calculation formula is shown as Eq. (2):

\[ M_s(F_x) = \sigma \left( f_4^{3 \times 3} \left( f_2^{3 \times 3} \left( \text{AvgPool}(F_x) \right) \right) \right) \]
\[ \quad \text{MaxPool}(F_x)) \right) \]
\[ = \sigma \left( f_4^{3 \times 3} \left( f_2^{3 \times 3} \left( f_1^{3 \times 3} \left( F_{\text{avg}}^s ; F_{\text{max}}^s \right) \right) \right) \right), \]  \hspace{1cm} (2)

where \( f_4^{3 \times 3}, f_2^{3 \times 3}, \) and \( f_1^{3 \times 3} \) are the dilated convolution calculations with the convolution kernel size of \( 3 \times 3 \) and dilation rates of 4, 2, and 1, respectively; and \( F_{\text{avg}}^s \) and \( F_{\text{max}}^s \) are...
4.2 Deep separable convolution

Deep separable convolution (Buiu et al., 2020; Yun et al., 2022) is the core of the lightweight network MobileNet, which can achieve the same feature extraction effect as traditional convolution. Replacing the traditional convolution in PANet (path aggregation network) with the deep separable convolution can improve the problem that the running speed cannot be improved due to the high amount of computation in the traditional convolution, and at the same time reduce the model volume and network parameters. Its structure is shown in Fig. 6.

The deep separable convolution decomposes the convolution into one channel-by-channel convolution and one point-by-point convolution, which reduces the computation and
model volume of the network and significantly improves the
detection speed of the network. It is assumed that the input
feature map size is $L_x \times L_y \times M$, the output feature map size
is $L_x \times L_y \times N$, and the convolution kernel size is $D_k$. Among
them, $L_x$ and $L_y$ are the width and height of the feature
map, $M$ and $N$ are the number of input and output channels,
and the calculation of the traditional convolution is shown as
Eq. (3):

$$L_x \times L_y \times M \times N \times D_k \times D_k. \quad (3)$$

The calculations of channel-by-channel convolution and
point-by-point convolution are

$$L_x \times L_y \times M \times D_k \times D_k \quad (4)$$

$$L_x \times L_y \times M \times N. \quad (5)$$

Combining Eqs. (4) and (5), the deep separable convolution
is calculated as

$$L_x \times L_y \times M \times D_k \times D_k + L_x \times L_y \times M \times N. \quad (6)$$

The reduction ratio of the deep separable convolution
compared to traditional convolution is

$$\frac{L_x \times L_y \times M \times D_k \times D_k + L_x \times L_y \times M \times N}{L_x \times L_y \times M} - \frac{1}{N} + \frac{1}{D_k^2}. \quad (7)$$

### 4.3 Network layer model compression

Due to the large volume of the current convolutional neural
network models, they suffer from the problems of high com-
puting power cost and large delay in many practical projects.
Using model compression, the redundant parts of the net-
work and unimportant channels can be automatically iden-
tified and pruned in the training process, so as to obtain a
compact model with high accuracy (Yu et al., 2021).

#### 4.3.1 Sparse training

Model channel sparse training can distinguish important
channels and unimportant channels as a preparation for prun-
ing unimportant channels. An indicator needs to be set for
determining the importance of the channel, and BN (batch
normalisation) layer has the functions of moving parameters
and channel scaling, so the parameters in the BN layer can be
used as the evaluation indicator. Chen et al. (2020) pointed
out that the parameter $\gamma$ in the BN layer directly affects the
output $y$, and the smaller the value of $\gamma$, the less important
the channel information is. Therefore, this paper takes the
parameter $\gamma$ as the quantification indicator of channel im-
portance and calls it the channel scaling factor. The loss function
of the channel pruning algorithm for introducing the scaling
factor $\gamma$ is shown as Eq. (8):

$$L = \sum_{(x,y)} l(f(x, W), y) + s \sum_{\gamma \in \Gamma} g(\gamma), \quad (8)$$

where the first term is the training loss of YOLOX, $x$ and $y$
are the input and output of training, respectively, $W$ is the
training parameter of the network, and the second term is the
L1 regular constraint term of the BN layer parameter $\gamma$,
which is the penalty caused by the sparsity of the scaling
factor. It takes $g(\gamma) = |\gamma|$ in this paper, and $s$ balances
these two terms as a penalty factor set in this experiment.

#### 4.3.2 Channel pruning and fine-tuning

After model channel sparse training, a model with many scal-
ing factors close to zero is obtained, as shown in Fig. 7. Assum-
ing that the threshold value is set to 0.1, the convolution
layers below the threshold value are shown in yellow and the
convolution layers higher than the threshold value are shown in blue. By pruning the input and output connec-
tions of the yellow convolution layers and the corresponding
weights, the model volume can be reduced and the model in-
tegrity can be guaranteed. However, when the set threshold
value is too large, the accuracy of the pruned model will be
greatly reduced, so it is necessary to use fine-tuning to restore
the accuracy of the pruned network. In many cases of model
compression, the fine-tuned narrow network can even obtain
higher accuracy than the original unpruned network.

### 5 Experiment and result analysis

The software and hardware configurations used in the exper-
iment are shown in Table 1.

#### 5.1 Dataset preparation

In this paper, industrial cameras are used to collect sam-
ple images, which have more light input than ordinary surveillance
cameras. In the open-air low-light environment, those cam-
eras can also present clear pictures. At the same time, angle-
adjustable camera brackets and mixed fill lights are equipped,
which is convenient to adjust the recording angle and fill light
at night, ensuring that the best image can be obtained even
in bad working conditions. A total of 1200 key frame images
are collected in this experiment including 500 at night and
700 during the day. The image resolution is 1280 × 960.
Table 1. Software and hardware configurations.

<table>
<thead>
<tr>
<th>Configurations</th>
<th>Version parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating system</td>
<td>Ubuntu18.04LTS</td>
</tr>
<tr>
<td>GPU</td>
<td>NVIDIA GeForce RTX 3080 Ti</td>
</tr>
<tr>
<td>CPU</td>
<td>Intel Core <a href="mailto:i5-10400F@2.90GHz">i5-10400F@2.90GHz</a></td>
</tr>
<tr>
<td>Deep learning framework</td>
<td>Pytorch</td>
</tr>
</tbody>
</table>

The sample categories cover bucket teeth, bucket, pedestrian, dump truck, patrol vehicle, and other targets in the working scene. Traditional data enhancement methods are used for image rotation, mosaic data enhancement, and Gaussian filtering, and thus the dataset is expanded to 3600 images. Among them, 70% of 3600 images are used as training sample set, 20% are used as validation sample set, and 10% are used as the test sample set. Some dataset examples are shown in Fig. 8.

5.2 Model evaluation metrics

In order to verify the performance of the model, this experiment uses three indicators – mAP (mean average precision), model volume, and FPS (frames per second) – as the evaluation standard. The calculation formula of mAP is shown as Eq. (9):

$$mAP = \frac{1}{n} \sum_{n=1}^{n} AP(n) \times 100\%,$$

where $n$ (taken as 9) is the number of detected categories and mAP is the average value of detection accuracy of all categories. The larger the value, the higher the detection accuracy is. Among them, AP is numerically equal to the area enclosed by the $P$–$R$ curve and the coordinate axis.

The calculation formulas of $P$ and $R$ are as follows:

$$P = \frac{TP}{TP + FP} \times 100\%$$  \hspace{1cm} (10)

$$R = \frac{TP}{TP + FN} \times 100\%.$$  \hspace{1cm} (11)

where $P$ is the precision, $R$ is the recall rate, and TP, FP, and FN is the true positive, false positive, and false negative, respectively.

5.3 Model improvement effectiveness

5.3.1 Experimental analysis of YOLOX-CD (YOLOX-dilated cbam + deep separable convolution)

The initial learning rate is set to 0.001, the momentum coefficient is 0.949, the number of iterations is 4000, and the learning rate is changed to 0.0001 and 0.00001 at 3200 and 3600 iterations, respectively. The loss function value change curves of model training are shown in Figs. 9 and 10. It can be seen from the figure that the loss value of YOLOX gradually decreased to 1.2 after 3300 iterations, and finally stabilised to about 1. However, the loss value of YOLOX-CD is lower and the convergence speed is faster, the loss value continued to stabilise to about 0.7 at 2800 iterations, and the model shows a convergence trend.

After the model training is completed, the test sample set is input into each model for testing, and the test result of YOLOX (baseline), YOLOX-C with the dilated convolution attention, YOLOX-D with the deep separable convolution introduced in PANet, and YOLOX-CD model with both are compared, so as to verify the effectiveness of the model improvement. The experimental results are shown in Table 2.

It can be clearly seen from Table 2 that after introducing both the dilated convolution attention mechanism and the deep separable convolution, the performances are significantly improved compared with the original model. Among them, the mAP is increased by 0.83%, the detection speed is increased by 2.4 fps, and the model volume is reduced by 6.34 MB.
5.3.2 Experimental analysis of model compression

Under the same conditions as the initial training environment, the penalty factor $s$ is set as 0.0001, 0.001, 0.005, and 0.01, respectively, and the optimal penalty factor is selected by comparing the model performance during the sparse training process. Figure 11 shows the mAP change curve under different penalty factors. It can be seen from the figure that the detection performance of the YOLOX-CD reaches the best when the penalty factor is $s = 0.001$. Therefore, $s = 0.001$ is selected as the penalty factor for the final channel sparse training in this paper.

After sparse training, YOLOX-CD is pruned, and the model is named YOLOX-CDP. During the pruning process, the mAP of YOLOX-CDP will decrease, which needs to be
Table 3. Model performance comparison with different pruning rates.

<table>
<thead>
<tr>
<th>Model name</th>
<th>mAP (%)</th>
<th>Model volume (MB)</th>
<th>FPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>YOLOX</td>
<td>95.59</td>
<td>96.46</td>
<td>38.9</td>
</tr>
<tr>
<td>YOLOX-CD-0.5</td>
<td>96.35</td>
<td>47.73</td>
<td>45.1</td>
</tr>
<tr>
<td>YOLOX-CD-0.7</td>
<td>95.26</td>
<td>28.42</td>
<td>50.8</td>
</tr>
<tr>
<td>YOLOX-CD-0.9</td>
<td>56.72</td>
<td>8.34</td>
<td>57.2</td>
</tr>
</tbody>
</table>

5.4 Comparison experiment of different algorithms

In order to further verify the advantages of the algorithm in this paper, it is compared with four classic target detection algorithms of Faster R-CNN, YOLOv3, YOLOv4, and YOLOv5 in the same dataset and training environment. The comparison results are shown in Fig. 14. It can be seen from the figure that the P–R curve of our algorithm is located at the top of all the curves, and the performance of detecting bucket teeth is better than that of the other four algorithms. The above experimental results are listed in Table 4. It can be seen that the algorithm in this paper has improved mAP by 1.92 %, 5.53 %, 3.2 %, and 0.44 %, respectively, compared with Faster R-CNN, YOLOv3, YOLOv4, and YOLOv5, with smaller model volume and faster detection speed. Comprehensive performance of all aspects show that improved YOLO can meet the requirements of real-time and accurate detection of bucket teeth falling off during the working process of the electric shovel.

6 Conclusions

We propose a real-time and accurate detection algorithm of bucket teeth falling off based on improved YOLOX. Through the field experiment on the working scene of electric shovel in a large open pit mine, the following conclusions are drawn.

Adding the dilated CBAM attention mechanism solves the problem of weak target saliency in complex environments and improves the target detection accuracy. The deep separable convolution is used to replace the traditional convolution in PANet, which reduces the overall computation of the network. The channel pruning strategy is used to compress the model, which significantly improves the network detection speed and reduces the model volume on the basis of ensuring the integrity of the model. The experimental results show that the improved YOLOX detection accuracy is 95.26 %, only 0.33 % lower, while the detection speed is 50.8 fps, 11.9 fps higher, and the model volume is 28.42 MB, which is reduced to 29.46 % of the original.
Compared with Faster R-CNN, YOLOv3, YOLOv4, and YOLOv5 on the self-built WK-10 electric shovel dataset, the improved YOLOX algorithm has great advantages in detection accuracy, speed, and model volume, and is suitable for deployment in embedded mobile devices for detection and calculation.

The migration experiment results show that the improved model has strong generalisation ability and can complete the real-time and accurate detection of targets of different types of electric shovels in complex scenarios, which provides a theoretical basis and technical support for the development of intelligent mines and mining intelligence.

The working environment of the open pit mine is harsh, which will produce obvious fog phenomenon, affecting the detection performance of the algorithm in this paper. In future work, image defogging module is introduced to improve the detection accuracy of our algorithm in a fog environment.
Figure 14. P–R curves of different algorithms.
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