Autonomous vehicle trajectory tracking lateral control based on the terminal sliding mode control with radial basis function neural network and fuzzy logic algorithm
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Abstract. This paper will study a trajectory tracking control algorithm for electric vehicles based on a terminal sliding mode controller. First, a 3 degrees of freedom nonlinear vehicle model and a controller-oriented 2 degrees of freedom vehicle model are established. The preview time is adaptively adjusted based on the preview model. Then, the vehicle trajectory tracking controller, which uses the terminal sliding mode algorithm, is designed. The radial basis function (RBF) neural network algorithm is used to approximate the system variable parameters in the control model online. At the same time, fuzzy logic is used to control the gain parameters of the controller to reduce the chattering of the control system. Finally, the designed controller is verified by simulation. The maximum deviation of path tracking under different speeds is 0.6 m, and the target path can also be well followed under different road friction coefficients. The simulation results show that the controller designed in this paper can effectively carry out the vehicle trajectory tracking and lateral control and reduce the chattering to a certain extent.

1 Introduction

In recent years, autonomous technology has become the critical research direction of vehicle technology. One of its core technologies is to control technology. The control system determines all the actions of autonomous vehicles, and the excellent performance controller is the basis for autonomous technology. Trajectory tracking is an integral part of the autonomous vehicle, and better tracking capabilities are the basic needs of autonomous vehicles (Gonzalo et al., 2020; Xiong et al., 2020). However, because the vehicle system has the characteristics of strong nonlinearity and high coupling, its dynamic model is very complex and cannot be accurately represented. Therefore, trajectory tracking control is always a major difficulty in realizing autonomous driving technology.

The trajectory tracking of autonomous vehicles attracts a wide range of attention from many scholars and proposes several control methods to achieve trajectory tracking. Abatari and Tafti (2013) designed a fuzzy proportional–integral–derivative (PID) controller for the path following of car-like mobile robots. Zhang et al. (2019) used the Takagi–Sugeno fuzzy control method to study the steering control problem of vehicle trajectory tracking with uncertain parameters. Boumediene et al. (2020) carried out tracking control on the established 3 DOF (degrees of freedom) model by combining the adaptive neural fuzzy reasoning system and particle swarm optimization algorithm. To improve the stability of autonomous vehicles, Yuan et al. (2019) track the trajectory based on the model predictive control algorithm and combining the adaptive neural fuzzy reasoning system and particle swarm optimization algorithm. To improve the stability of autonomous vehicles, Yuan et al. (2019) track the trajectory based on the model predictive control algorithm and combining the adaptive neural fuzzy reasoning system and particle swarm optimization algorithm. To improve the stability of autonomous vehicles, Yuan et al. (2019) track the trajectory based on the model predictive control algorithm and combining the adaptive neural fuzzy reasoning system and particle swarm optimization algorithm.
constraint of the predictive controller for the stability control of vehicle path tracking at high speed. Wang et al. (2018) proposed a new model predictive control strategy based on the adaptive cost function, which reflects different requirements under different road classes and friction coefficients. The strategy is applied to the longitudinal control of intelligent vehicles.

The sliding mode control (SMC) algorithm is widely used in nonlinear control systems due to its characteristics. SMC has strong robustness to strong nonlinearity, external disturbance, and parameter uncertainty and disturbance caused by complex driving conditions of autonomous vehicles (Wu et al., 2019). In addition, the SMC controller allows the vehicle to converge quickly to the path (Sun et al., 2019). Martin et al. (2013) designed a trajectory tracking controller using a sliding mode control algorithm based on the kinematic model. Based on the 2 DOF vehicle model, Norouzi et al. (2019) combined the sliding mode controller with the back-stepping controller to control the steering. Cao et al. (2017) designed a robust sliding mode control steering controller with an adaptive preview time strategy, which can carry out path tracking and avoid significant acceleration caused by adaptive preview time strategy during trajectory tracking. The most critical sliding mode control problem is the chattering caused by the sliding surface switching. In recent years, many methods have been proposed to eliminate chattering. However, reducing or eliminating chattering is still the key to the design of a sliding mode controller (Tagne et al., 2014; Guo et al., 2017; Taghavifar and Rakheja, 2019).

The objective of this paper is the trajectory tracking control of vehicles. The contribution of this paper is as follows: (1) an autonomous vehicle trajectory tracking controller based on the terminal sliding mode control is designed. (2) Because the control system contains state-dependent, time-varying parameters which cannot be known in advance, it is necessary to approximate them, and the approximation value is used as the design basis of the controller. The radial basis function (RBF) neural network controller is designed to approximate the time-varying parameters. (3) To reduce the chattering of the controller, the fuzzy algorithm is used to control the gain of symbol function control. (4) The simulation analysis of the designed controller is carried out under the double lane-shifting condition to verify its effectiveness, and the influence of different vehicle speeds and different road adhesion coefficients on the controller is studied. The structure design of this paper is as follows. Section 1 introduces the current research status of scholars and the research content of this paper. Section 2 establishes the vehicle dynamics model and tire model. Section 3 establishes the driver preview model, designs the controller, and conducts stability analysis for the designed controller. Section 4 carries out the simulation analysis of the controller, conducts the simulation verification of the controller designed in this paper under the condition of the double line change, and compares the control effect between the controller designed in this paper and the traditional terminal sliding mode controller. Section 5 is the conclusion of this paper.

2 Vehicle model

An accurate vehicle dynamics model can accurately reflect the kinematic and dynamic characteristics of the vehicle, which is the basis of vehicle controller design. In this paper, from the realization of the control goal of autonomous vehicle steering, a dynamic model that can reflect the lateral characteristics of the vehicle is established. The established model needs to ensure that the response of the vehicle model can be similar to or consistent with the actual vehicle and meet the requirements of the trajectory tracking lateral controller designed in this paper. Therefore, this section established the vehicle model with 3 DOF, the controller-oriented model with 2 DOF, and the Dugoff tire model (Dugoff et al., 1970).

2.1 Vehicle model with 3 DOF

In this paper, a 3 DOF nonlinear model including longitudinal, lateral, and yaw motion is established by using a simplified model. The 3 DOF nonlinear model is shown in Fig. 1. $XOY$ is the geodetic reference frame, and $xoy$ is the vehicle reference frame. $a$ is the distance from the center of mass to the front axis, and $b$ is the distance from the center of mass to the rear axis. $t_f$ is the front wheel tread, $t_r$ is the rear wheel tread, $\omega$ is the yaw rate, $\beta$ is the sideslip angle, $V$ is the vehicle’s speed, $u$ is longitudinal velocity, and $v$ is lateral velocity. $F_{xi} (i = 1, 2, 3, 4)$ is the longitudinal force on the four tires, $F_{yi} (i = 1, 2, 3, 4)$ is the lateral force on the four tires, $\alpha_t (i = 1, 2, 3, 4)$ is the sideslip angle of the four tires, and $\delta$ is the steering angle.

Meanwhile, the following assumptions are made: (1) ignoring the influence of the steering operating mechanism, the front wheel angle is directly taken as input, and the left and right front wheel angles are assumed to be equal. (2) The effect of the suspension system is not considered, only the translational motion of the vehicle along the $x$ axis and $y$ axis is considered, and the influence of pitch motion, vertical motion, and roll motion of the vehicle is not considered, and (3) the effects of aerodynamics are ignored. The dynamic equations of the nonlinear vehicle model are as follows (Feng et al., 2020):
Table 1. Various SMC techniques for trajectory tracking and their control strategies.

<table>
<thead>
<tr>
<th>Method</th>
<th>Chattering elimination method</th>
<th>Approximate time-varying parameters method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonsingular terminal sliding mode (Wu et al. 2019)</td>
<td>--</td>
<td>Extended state observer</td>
</tr>
<tr>
<td>Super-twisting sliding mode (Sun et al., 2019)</td>
<td>Super-twisting sliding mode</td>
<td>Nested adaptive law</td>
</tr>
<tr>
<td>Sliding mode controller (Martin et al., 2013)</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Sliding mode and backstepping controllers (Norouzi et al., 2019)</td>
<td>--</td>
<td>Particle swarm optimization</td>
</tr>
<tr>
<td>Robust sliding mode control (Cao et al., 2017)</td>
<td>Adaptive preview time strategy</td>
<td></td>
</tr>
<tr>
<td>Adaptive sliding mode (Guo et al., 2017)</td>
<td>Adaptive boundary layer</td>
<td>Fuzzy logic</td>
</tr>
<tr>
<td>Higher-order sliding mode control (Tagne et al., 2014)</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>Novel switching exponential-like sliding mode (Taghavifar and Rakheja, 2019)</td>
<td>Fuzzy type 2 neural network controller</td>
<td>--</td>
</tr>
</tbody>
</table>

Figure 1. Vehicle model with 3 DOF.
where $X$ and $Y$ represent the vehicle’s coordinates with the geodetic coordinate system as the reference frame, $\psi$ is the vehicle’s heading angle, $m$ is the vehicle’s mass, and $I_z$ is the moment of inertia of the vehicle around the z axis.

2.2 Tire model

In this paper, the Dugoff tire model (Dugoff et al., 1970) is used to calculate the longitudinal and lateral forces of the tire. For each wheel, the longitudinal and lateral forces acting on the tire can be expressed as follows:

$$F_{xi} = \mu_i F_{zi} c_i \frac{\lambda_i}{1 - \lambda_i} f(L),$$  \hspace{1cm} (2)$$
$$F_{yi} = \mu_i F_{zi} c_i \tan(\alpha_i) \frac{\lambda_i}{1 - \lambda_i} f(L),$$  \hspace{1cm} (3)

where

$$f(L) = \begin{cases} 
L(2 - L), & L < 1, \\
1, & L \geq 1,
\end{cases}$$

$$L = \frac{1}{2\sqrt{c_i^2 \lambda_i^2 + c_i^2 \tan^2 \alpha_i}} (1 - \lambda_i)$$

$$\times (1 - \varepsilon u \sqrt{c_i^2 \lambda_i^2 + c_i^2 \tan^2 \alpha_i}).$$

The following formula calculates each tire sideslip angle, vertical load, and slip rate (Feng et al., 2020):

$$\alpha_i = \delta - \arctan \left( \frac{v - a_i \omega}{u \pm \frac{h}{2}} \right), \hspace{1cm} i = 1, 2;$$  \hspace{1cm} (4)$$
$$\alpha_i = -\arctan \left( \frac{-v + b_i \omega}{u \pm \frac{h}{2}} \right), \hspace{1cm} i = 3, 4;$$  \hspace{1cm} (5)

$$F_{zi} = \left( \frac{1}{2} mg \pm ma_x \frac{h}{l} \right) \frac{b_i}{l} - \frac{1}{2} ma_x \frac{h}{l}, \hspace{1cm} i = 1, 2;$$  \hspace{1cm} (6)$$
$$F_{yi} = \left( \frac{1}{2} mg \pm ma_y \frac{h}{l} \right) \frac{b_i}{l} + \frac{1}{2} ma_x \frac{h}{l}, \hspace{1cm} i = 3, 4.$$  \hspace{1cm} (7)

$$\lambda_i = \frac{R \omega}{v_i} - 1 < 0; \hspace{1cm} \text{(brake)}$$

$$\lambda_i = 1 - \frac{v_i}{K \omega_i} > 0; \hspace{1cm} \text{(drive)},$$  \hspace{1cm} (8)

where $\mu_i$ is the tire–road friction coefficient, $\lambda_i$ is the longitudinal slip ratio, $c_i$ is the longitudinal stiffness of tire, $c_y$ is the lateral stiffness of tire, $\varepsilon$ is the velocity influence factor, $F_{zi}$ is the vertical tire load, $R$ is the wheel rolling radius, $\omega_i$ is the wheel rolling angular velocity, $v_i$ is the speed of the wheel center, $a_x$ and $a_y$ are the longitudinal and lateral acceleration, $h$ is the height of the center of mass, and $l$ is the wheelbase.

2.3 Controller-oriented 2 DOF model

Since the lateral and yaw motions are mainly involved in the path-tracking control process, to reduce the calculation amount, a single wheel is used to replace the two wheels on the axle, so as to simplify the four-wheel vehicle into a monorail vehicle model. At the same time, it is assumed that the relationship between the tire sideslip force and the sideslip angle is linear. The 2 DOF vehicle dynamics model is shown in Fig. 2, and the dynamic equation is as follows (Feng et al., 2020):

$$\begin{align*}
\dot{\omega} &= \frac{a_1^2 c_f + b_1^2 c_f}{I_z} \omega + \frac{a_1 c_f - b_1 c_f}{I_z} \beta - \frac{a_1 c_f}{I_z} \delta, \\
\beta &= \frac{(a_1 c_f - b_1 c_f) I_z}{I_m} \omega + \frac{a_1 c_f + c_f}{I_m} \beta - \frac{c_f}{I_m} \delta.
\end{align*}$$  \hspace{1cm} (9)

where $c_i$ is the front wheel lateral stiffness, $c_i$ is the rear wheel lateral stiffness, and $\omega$ is the yaw rate. The coordinate transformation formula between the geodetic and vehicle coordinate systems is the same as the 3 DOF model, so it will not be repeated.

Equation (9) can be expressed as the equation of state, as follows:

$$\dot{x} = Ax + Bu(t).$$  \hspace{1cm} (10)

where

$$x = \begin{bmatrix} \omega \\ \beta \end{bmatrix}, \hspace{1cm} A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}, \hspace{1cm} B = \begin{bmatrix} b_{11} \\ b_{21} \end{bmatrix}, \hspace{1cm} a_{11} = \frac{a_1^2 c_f + b_1^2 c_f}{I_z},$$

$$a_{21} = \frac{a_1 c_f - b_1 c_f}{I_z} I_m - 1, \hspace{1cm} a_{12} = \frac{a_1 c_f - b_1 c_f}{I_z} I_m, \hspace{1cm} a_{22} = \frac{c_f}{I_m} I_z,$$

$$b_{11} = -\frac{a_1 c_f}{I_z}, \hspace{1cm} b_{21} = -\frac{c_f}{I_m}.$$

3 Design of trajectory tracking controller

The structure of the controller is shown in Fig. 3. First, the optimal preview time is obtained according to the preview time adaptive algorithm, and the optimal preview distance and expected yaw rate are calculated. Then, the yaw rate error is taken as the control input, and the steering wheel angle output by the controller is input into the 3 DOF vehicle model. Finally, the vehicle model feeds back the vehicle state parameters such as yaw rate and yaw velocity to the controller to achieve the closed-loop control.
3.1 Preview model construction

The vehicle will encounter a variety of emergencies in the running process. Therefore, in the process of vehicle driving, the path ahead can be assessed, and the corresponding decision can be made in advance, so that the vehicle can better track the desired trajectory. The trajectory tracking control method proposed by Macadam (2003) has been widely applied in the longitudinal and lateral control of automobiles. The basic idea of the optimal preview driver model is to establish the optimal index function according to the position of the road ahead, the vehicle state, and the lateral position deviation in the preview time, and the optimal steering angle is obtained to control the vehicle to track the ideal trajectory.

In general driver models, the preview time is set as a fixed value, but under the conditions of high speed, complex trajectory, and road width constraints, driver models with fixed preview time often find it challenging to complete driving tasks. Therefore, to improve the adaptability of the driver model, the preview time is adaptively controlled. A different preview time \( t_p \) is selected, and the adaptive optimization function of the preview time is designed according to the trajectory deviation, boundary distance, yaw angle deviation output by vehicle model, and pavement model in time \( t_1 \). The appropriate preview time is selected according to the optimization function. It is controlled according to the preview time at this time. The optimization functions are designed as follows:

- Trajectory deviation optimization function:
  \[
  J_1 = \int_{0}^{t_1} (y_1 - y_e)^2 dx.
  \]
3.2 Design of terminal sliding mode controller

According to Eq. (10), the state equation of the control system in this paper can be expressed as follows:

$$\dot{\omega}_t = f(\omega_t) + b_{11}u + D(t),$$

where $f(\omega_t) = a_{11}\dot{\omega}_t + a_{12}\beta$, and $D(t)$ is the uncertainty of the system and external interference, which can be represented as follows:

$$D(t) = \tilde{a}_{11}\dot{\omega}_t + \tilde{a}_{12}\beta + \tilde{b}_{11}u(t) + \tilde{d}f$$

The control input is the yaw rate error, which can be expressed as follows:

$$e = \omega_t - \omega_d,$$

where $\omega_t$ is the real yaw rate, and $\omega_d$ is the target yaw rate. The terminal sliding mode surface function is designed as follows:

$$s = e + c \int_0^t |e|^q \operatorname{sign}(e)dt,$$  \hspace{1cm} (20)

where $c$ is the control parameter, and $c > 0$.

Combining the above equation, the control law can be designed as follows:

$$u(t) = -b_{11}\left[f(\omega) - \dot{\omega}_d + c|e|^q \operatorname{sign}(e) + ks + D\operatorname{sign}(s)\right].$$  \hspace{1cm} (21)

3.3 Design of the RBF neural network

In Eq. (20), there are time-varying parameters in $f(\omega)$, so the neural network method can be used for the online approximation of $f(\omega)$. The RBF neural network has a good generalization ability, simple network structure, and universal approximation characteristics, when compared with BP neural network. It can avoid unnecessary and lengthy calculations and realize online tuning, so this paper selects the RBF network to achieve an adaptive approximation of system parameters. The algorithm of the RBF neural network is as follows:

$$h_j(x) = \exp\left(-\frac{|x - c_j|^2}{2b_j^2}\right), \hspace{1cm} j = 1, 2, 3, 4, 5$$

$$\hat{f}(\omega) = w^T h(x) + \epsilon^f.$$  \hspace{1cm} (22)

where $x$ is the network input, $c_j$ is the central point coordinate of the Gaussian basis function of the $j$th neuron in the hidden layer of the network, $b_j$ is the width of the Gaussian basis function of the $j$th neuron in the hidden layer, $h_j$ is the hidden layer output, $w^*$ is the ideal weight of RBF network, $y(t)$ is the RBF network output, and $\epsilon$ is the network approximation error. The RBF network structure is 2–5–1.

For the RBF network in this paper, we take the control input $e$ and its derivative $\dot{e}$ as the network input, that
is, \( x = [e \dot{e}]^T \). The number of hidden layers in the network is five, and the network output \( \hat{f}(\omega) \) is the approximate value of \( f(\omega) \). So, the following can be obtained:

\[
\begin{align*}
    h_j(x) &= \exp\left(-\frac{\|x-c_j\|^2}{2b_j^2}\right) \quad j = 1, 2, 3, 4, 5 \\
    \hat{f}(\omega) &= w^T h(x) + \varepsilon_f,
\end{align*}
\]

(23)

where \( w \) is the real weight of the RBF network. In order to adjust the weight adaptive, the following adaptive law is designed:

\[
\dot{w} = -\gamma \cdot \varepsilon_s \cdot h(x).
\]

(24)

The RBF network for online approximation of time-varying parameters as shown in Fig. 4.

Figure 4 shows that the RBF neural network designed in this paper is effective in approximating time-varying parameters, and the error between the approximation value and the actual value is small, which can be used for controller design. By substituting the designed RBF network output \( \hat{f}(\omega) \) into Eq. (20), the adaptive sliding mode control law of RBF network can be obtained as follows:

\[
u(t) = -b_{11} \left[ \hat{f}(\omega) - \dot{\omega}_M + c|\varepsilon|\text{sign}(\varepsilon) + ks + D\text{sign}(s) \right].
\]

(25)

3.4 Design of switching gain fuzzy controller

The chattering of the SMC is mainly caused by the sign function \( \text{sign}(s) \). Generally, the sign function is changed into saturation to reduce the chattering. In this paper, the fuzzy control method based on the gain is used to reduce the chattering of the sliding mode control system.

The actual sliding mode movement trend is shown in Fig. 5. According to the figure, the fuzzy rule can be set as follows: (1) when \( s\dot{s} < 0 \), the system state point is approaching the sliding mode surface, and the value of \( D \) should increase. (2) When \( s\dot{s} < 0 \), the system state point is far away from the sliding mode surface, and the value of \( D \) should decrease. We know that \( D \) is a positive constant. Therefore, \( \Delta D \) is selected as the output of the fuzzy system, and then the value of \( D \) is estimated by the integral method. The input \( s\dot{s} \) itself already contains the change and rate of change of the switching function \( s \), and the rate of change of \( s\dot{s} \) is not easy to calculate, so only \( s\dot{s} \) is selected as the system input. Based on the fuzzy rule, the input and output fuzzy set of the system can be defined as follows. The domain determination and membership function selection are shown in Figs. 6 and 7.

\[
s\dot{s} = \{\text{NB, NM, ZO, PM, PB}\}
\]

\[
\Delta D = \{\text{NB, NM, ZO, PM, PB}\}
\]

The fuzzy rules are designed as follows:

- Rule 1 – if \( s\dot{s} \) is PB, then \( \Delta D \) is PB.
- Rule 2 – if \( s\dot{s} \) is NM, then \( \Delta D \) is NM.
- Rule 3 – if \( s\dot{s} \) is ZO, then \( \Delta D \) is ZO.
- Rule 4 – if \( s\dot{s} \) is PM, then \( \Delta D \) is PM.
The corresponding results of the input and output are obtained according to the fuzzy rules, and the upper boundary condition of \( \hat{D} \) is estimated by the integral method.

\[
\hat{D} = G \int_0^t \Delta Ddt. \tag{26}
\]

Figure 8 shows the effect of the fuzzy logic control algorithm on reducing chattering. It can be seen from Fig. 8 that the fuzzy logic algorithm has a pronounced effect on the elimination of chattering. In the whole control process, the control input chattering of the controller with the fuzzy logic algorithm is much smaller than that of the controller without the fuzzy logic algorithm. It is proved that the fuzzy logic controller designed in this paper is effective at eliminating chattering of the sliding mode controllers.

So far, the design of the fuzzy RBF neural network terminal sliding mode controller is completed. The control law of the controller designed in this paper is summarized as follows: \( \hat{f}(\omega) \) is the approximation value of time-varying parameters which approximate by the RBF neural network algorithm, and \( \hat{D} \) is the estimated value of control gain by the fuzzy logic algorithm.

\[
u(t) = -b_{11}[\hat{f}(\omega) - \dot{\omega}_d + c|\epsilon|^q \text{sign}(\epsilon) + \hat{D}\text{sign}(s)]. \tag{27}
\]

### 3.5 Stability analysis of the algorithm

According to Eq. (20), we can obtain the following:

\[
\dot{s} = \dot{\epsilon} + c|\epsilon|^q \text{sign}(\epsilon)
\]

\[
= \dot{\omega} - \dot{\omega}_d + c|\epsilon|^q \text{sign}(\epsilon)
\]

\[
= f(\omega) + b_{11}u(t) - \dot{\omega}_d + c|\epsilon|^q \text{sign}(\epsilon) + D(t). \tag{28}
\]

We then substitute Eq. (25) into the above equation.

\[
\dot{s} = f(\omega) - [\hat{f}(\omega) - \dot{\omega}_d + c|\epsilon|^q \text{sign}(\epsilon) + ks + \hat{D}\text{sign}(s)] - \dot{\omega}_d + c|\epsilon|^q \text{sign}(\epsilon) + D(t)
\]

\[
= (f(\omega) - \hat{f}(\omega)) - ks - \hat{D}\text{sign}(s) + D(t)
\]

\[
= \hat{f}(\omega) - ks - \hat{D}\text{sign}(s) + D(t)
\]

\[
= \hat{w}^T h(x) - \varepsilon_t - ks - \hat{D}\text{sign}(s) + D(t), \tag{29}
\]

where \( \hat{w}^T h(x) = w^T h(x) - w^T h(x) \).

The Lyapunov function is designed as follows:

\[
L = \frac{1}{2}s^2 + \frac{1}{\gamma}\hat{w}^T \hat{w}. \tag{30}
\]

Taking the derivative of this equation, we have the following:

\[
\dot{L} = s \cdot \dot{s} + \frac{1}{\gamma}\hat{w}^T \dot{\hat{w}}
\]

\[
= s[\hat{w}^T h(x) - \varepsilon_t - ks - \hat{D}\text{sign}(s) + D(t)] + \frac{1}{\gamma}\hat{w}^T \hat{w}
\]

\[
= \hat{w}^T \left(s h(x) + \frac{1}{\gamma}\hat{w}\right) + s[-\varepsilon_t - ks - \hat{D}\text{sign}(s) + D(t)]. \tag{31}
\]

It can be obtained by substituting Eq. (24) into Eq. (31) as follows:

\[
\dot{L} = s(-\varepsilon_t - ks - \hat{D}\text{sign}(s) + D(t))
\]

\[
\leq s(-\varepsilon_t - \hat{D}\text{sign}(s) + D(t))
\]

\[
= -(\hat{D} - \eta)|s|, \tag{32}
\]

where \( \eta = D(t) - \varepsilon_t \). Since the approximation error of the RBF network \( \varepsilon_t \) is very small, \( \hat{L} < 0 \) can be obtained as long as \( \hat{D} > d_1 \) is guaranteed, so that the system is asymptotically stable. And when \( s \to \infty, L \to \infty \), the system must be asymptotically stable in a large range, while ensuring that it is asymptotically stable.
Table 2. Vehicle model parameters and controller parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m$ (kg)</td>
<td>1310</td>
<td>$c_f$ (N rad$^{-1}$)</td>
<td>100 081</td>
</tr>
<tr>
<td>$a$ (m)</td>
<td>1.016</td>
<td>$h$</td>
<td>0.54</td>
</tr>
<tr>
<td>$b$ (m)</td>
<td>1.562</td>
<td>$q$</td>
<td>0.7</td>
</tr>
<tr>
<td>$I_z$ (kg m$^2$)</td>
<td>1536.7</td>
<td>$\gamma$</td>
<td>0.5</td>
</tr>
<tr>
<td>$c_f$ (N rad$^{-1}$)</td>
<td>100 081</td>
<td>$k$</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 9. Trajectory tracking at different speeds.

4 The simulation analysis

In order to verify the effectiveness of the designed terminal sliding mode controller, trajectory tracking control under different speeds and limit conditions and different control methods are compared and simulated. Part of the relevant parameters of the vehicle model and controller are shown in Table 1. The route of the double shift line condition is selected for the prescribed route.

First, the influence of speed on the designed sliding mode controller was observed, and the car was allowed to track the specified double line movement condition at the speed of 10, 15, and 20 m s$^{-1}$, respectively. The simulation results are shown in Figs. 9–12.

It can be seen from Fig. 9 that, under three different speed conditions, the designed controller can ensure good tracking of the pre-set track at three different speed conditions. With the increase in speed, the lateral deviation of the vehicle increases gradually, but it can still guarantee the basic consistency with the pre-set track direction. With the increase in vehicle speed, the trend of vehicle lateral acceleration, steering wheel angle, and yaw rate is basically similar, with only a numerical increase. Although there is some chattering, the fluctuation is slight, which meets the lateral control requirements of the vehicle. The above simulation results can verify that the designed controller can meet the requirements of vehicle trajectory tracking and lateral control at different speeds.

In order to verify the effectiveness of the controller under low road friction coefficient, the speed was set to 20 m s$^{-1}$, and the double line change was simulated on the road surface with road friction coefficients of 0.8, 0.6, 0.4, and 0.2. The simulation results are as shown in Figs. 13–16.

As shown in Figs. 13–16, the controller’s accuracy decreases with the decrease in the road friction coefficient. After turning back to the front, the vehicle has a specific deviation, but it can also keep on the prescribed track. According to the variation law of lateral acceleration and yaw rate, the lateral acceleration and yaw rate decrease and have certain fluctuations when the road friction coefficient decreases. This may be due to the tires not providing enough lateral force. Although the control effect is slightly chattering, the chattering amplitude is small, and the lateral deviation does not increase significantly. Therefore, the designed controller can effectively track and control the vehicle lateral when a low road friction coefficient is present.

In order to verify the difference in the control effect between the designed fuzzy RBF neural network terminal sliding mode controller and other controllers, this paper compares the control effect between traditional PID controller, the terminal sliding mode controller(T-SMC), and fuzzy RBF neural network terminal sliding mode controller(T-Fuzzy-RBF-SMC). The speed is set to 15 m s$^{-1}$, and the road friction coefficient is 0.8. The simulation results are shown in Figs. 17–20.

Figures 17–20 show that the three control methods effectively carry out vehicle trajectory tracking and lateral control. The controller designed in this paper has a better control effect than the traditional PID in trajectory tracking. It shows that the controller designed in this paper has a specific optimization in the control effect. Compared with the controller designed in this paper, the control effect of T-Fuzzy-RBF-SMC is better than that of T-SMC. The control variables...
Figure 11. Steering angle at different speeds.

Figure 12. Yaw rate at different speeds.

Figure 13. Trajectory tracking of different friction coefficients.

Figure 14. Acceleration of different friction coefficients.

Figure 15. Steering angle of different friction coefficients.

Figure 16. Yaw rate of different friction coefficients.
of acceleration, steering wheel angle, and yaw rate are optimized, as compared with the T-SMC algorithm. Therefore, the fuzzy RBF neural network terminal sliding mode controller designed in this paper has a better control effect than the other two controllers.

5 Conclusion

This paper proposes a fuzzy RBF neural network terminal sliding mode controller for trajectory tracking control and lateral control of electric vehicles. A terminal sliding mode controller is used to design the controller, and the RBF neural network method is used to adaptive approximation of system parameters. In order to eliminate chattering, a fuzzy algorithm is designed for fuzzy control of control gain. The designed controller is verified by simulation. The simulation of different speeds, different road friction coefficients, and different controllers verified that the controller designed in this paper could effectively carry out trajectory tracking and lateral control of electric vehicles and eliminate chattering to a certain extent. In future research, we hope to improve the control algorithm and consider more uncertain parameters such as road conditions, changes in the centroid position caused by changes in vehicle quality, etc. At the same time, we also need to verify the algorithm designed in this paper on the test bench and the actual vehicle to ensure its timeliness.
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