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Abstract. Air pollution, energy consumption, and human safety issues have aroused people’s concern around
the world. This phenomenon could be significantly alleviated with the development of automatic driving tech-
niques, artificial intelligence, and computer science. Autonomous vehicles can be generally modularized as
environment perception, path planning, and trajectory tracking. Trajectory tracking is a fundamental part of
autonomous vehicles which controls the autonomous vehicles effectively and stably to track the reference trajec-
tory that is predetermined by the path planning module. In this paper, a review of the state-of-the-art trajectory
tracking of autonomous vehicles is presented. Both the trajectory tracking methods and the most commonly used
trajectory tracking controllers of autonomous vehicles, besides state-of-art research studies of these controllers,
are described.

1 Introduction

An autonomous vehicle is a motor vehicle that uses artifi-
cial intelligence, sensors, and global positioning system co-
ordinates to drive itself without the active intervention of a
human operator (Anagnostopoulos, 2012). Autonomous cars
can communicate with each other to reduce traffic congestion
and offer greater ease of travel for the elderly and disabled
(Zhang and Braun, 2017; Wu et al., 2015).

Autonomous driving techniques have undergone rapid de-
velopment in the last few decades. Lots of researchers have
devoted themselves to reach the ultimate goal – fully au-
tomatic driving. Relevant automatic driving techniques like
adaptive cruise control (ACC), lane keeping assistance, and
lane departure warning (Kuutti et al., 2021) are largely uti-
lized in commercial cars as a consequence of automakers’
competition in autonomous vehicle production. Currently,
autonomous vehicles can be divided into 0–5 levels by SAE
International according to the degree of autonomy (SAE
On-Road Automated Vehicle Standards Committee, 2014).
Most commercial vehicles can only achieve level 1 to level 2
autonomy due to the available sensor constraints and high

costs. They also require sustained attention and control. Tesla
Model S and Model X can achieve level 3 autonomy (Van
Brummelen et al., 2018). Level 4 is achieved by the Renault
SYMBIOZ autonomous vehicle (Drezet et al., 2019). How-
ever, mass production is not possible yet due to the high sen-
sor price. According to the latest survey, by 2040, the propor-
tion of people traveling by autonomous taxi and public trans-
port in Germany will have increased from 20.0 % to about
32 % (Kaltenhäuser et al., 2020), which means autonomous
vehicles will play an essential role in public transport. This
is also in line with the concept of energy saving and global
green environmental protection. For an overall understanding
of control flow, the general construction of autonomous vehi-
cles is illustrated in Fig. 1. In the figure, x, y, r , vx , and vy are
the x axis, y axis, yaw rate, longitudinal velocity, and lateral
velocity respectively. All of them can be achieved through
the environment perception module. e, θ , and δ represent the
tracking error, orientation angle, and steering angle respec-
tively. Autonomous vehicles can be modularized as environ-
ment perception, path planning, and trajectory tracking. Es-
sential pieces of information about the vehicle will be de-
tected with sensors in the environment perception module.
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Figure 1. General structure of autonomous vehicles.

Then, the path planning module will utilize that information
to generate a reference trajectory. Finally, control variables
are sent to the vehicle through the trajectory tracking mod-
ule.

The trajectory tracking block aims to ensure the vehicle
can follow a predetermined trajectory generated offline by
the navigation system or online by the trajectory planning
module (Raffo et al., 2009; Kayacan et al., 2015). The perfor-
mance of trajectory tracking directly determines the driving
performance of autonomous vehicles. This paper presents a
review of the current development of the trajectory tracking
of autonomous vehicles. The relative techniques of motion
control have been used since the 1950s. Some classic con-
trol methods and relatively new methods have been estab-
lished in the last few decades. In this paper, some compar-
isons between the most commonly used control methods are
presented; state-of-art research studies of these control meth-
ods are also described.

The structure of this paper is formed as the following sec-
tions: Sect. 2 presents the basic control principle of the two
most used tracking methods. Section 3 illustrates the state-
of-the-art research studies of the widely used controllers.

2 Trajectory tracking methods

Generally, control methods for the trajectory tracking of au-
tonomous vehicles can be decoupled into two types: geo-
metric methods and model-based methods. Vehicle modeling
is needed before the tracking controllers are designed. Both

of the methods can use the preview strategy or not (Zhang
and Zhu, 2019). This section describes the basic modeling of
each method according to the reference trajectory. Besides,
some optimizations improving vehicle modeling are present.

2.1 Geometric methods

Geometric-based tracking controllers are widely applied in
autonomous vehicles. The geometric properties of vehicle
and path are considered in the design of controllers, for ex-
ample, position. The geometric methods have a simple struc-
ture and are easy to obtain compared with the model-based
methods since the geometric properties are easier to obtain
than the kinematic/dynamic properties. Therefore, geomet-
ric methods are only suitable for vehicles whose dynamic
characteristics are ignored. What’s more, it is challenging to
achieve a trade-off between tracking performance and stabil-
ity (Dixit et al., 2018). This section illustrates the two most
used geometric-based control methods for autonomous vehi-
cles: the Stanley method and the pure pursuit (PP) method.

2.1.1 Pure pursuit method

The pure pursuit (PP) method has been widely utilized in
dealing with path tracking problems of vehicles or robots due
to its simplicity and good performance. The tracking perfor-
mance of the PP method is strongly affected by the selection
of a look-ahead point in a practical scenario (Li et al., 2019;
Cibooglu et al., 2017).

The PP method utilizes geometric information to calcu-
late the desired control input (steering angle), which can be
seen in Fig. 2. In the figure, δ, L, and ld stand for steering
angle, wheelbase, and look-ahead distance respectively. α is
the angle between the look-ahead vector and the heading an-
gle. The dashed line represents the reference trajectory (all
the reference trajectories in this paper are represented with
dashed lines, for the discrete point is used in the practical
scenario), and the vehicle model has been expressed by a 2
degree of freedom (2 DOF) bicycle model. As can be seen in
this figure, the PP method geometrically calculates the steer-
ing angle based on the α. The outcome results of the steering
angle will apply to control vehicles directly. In the Acker-
man 2 DOF model, the steering angle δ can be expressed as
follows (Li et al., 2018):

δ = tan−1
(

2Lsin(α)
ld

)
. (1)

As can be seen in Eq. (1), only look-ahead distance (ld) is
available to be adjusted. It is similar to proportional gain con-
trol in that the lateral offset is proportional to the look-ahead
distance (Rajamani, 2011; Domina and Tihanyi, 2019b). The
excellent tracking performance is related to a suitable look-
ahead distance in this method. The longer this distance, the
smoother the response, but large corner cuttings may be fol-
lowed to decrease the tracking performance. The corner cut-
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ting phenomenon can be alleviated by using a proportional
term of a PID (proportional–integral–derivative) controller
(Park et al., 2015). In addition, the shorter this distance, the
more precise the tracking performance will be. However,
the oscillations happened because of the rapid changes of
control signals which cause the vehicle to be unstable and
the comfort of passengers to be decreased (Domina and Ti-
hanyi, 2019b). Chen et al. (2018) put forward a low-pass fil-
ter to reduce the oscillations. Cibooglu et al. (2017) com-
bined the PP method and Stanley method to accommodate
this phenomenon. Consequently, choosing the appropriate
look-ahead distance has become a significant part of the PP
controller design. An optimization choice of look-ahead dis-
tance with learning-based algorithms like the Gaussian mix-
ture model (GMM) and the velocity-based Gaussian mixture
regression (GMR) (Li et al., 2018) is possible. A traditional
feedback PID controller is designed to automatically tune the
look-ahead distance in Chen et al. (2018), but the effect of
speed is ignored. And the fuzzy controller is another strategy
to calculate the look-ahead distance (Wang et al., 2019a). Li
et al. (2019) utilized a formula with velocity and curvature
of the path to calculate the desired look-ahead distance, for
velocity is related to the look-ahead distance (Wang et al.,
2019a). All strategies mentioned above focus on look-ahead
point choosing, while Zou et al. (2018) replace the look-
ahead point with a preview point that is closely related to the
turning radius. They calculate the steering angle by utiliz-
ing a double circular arc tracking model that consists of two
arcs of little different curvature between the preview point
and the vehicle. This could make the points change continu-
ously and slightly when vehicles need to make a lane change
or need to turn. The PP method is difficult to apply to high-
speed autonomous vehicles (beyond 18 km/h) because of the
characteristics of the look-ahead distance. Therefore, the re-
ceding horizon control approach is presented by Elbanhawi
et al. (2018) to help autonomous vehicles to drive stably at
speeds of up to 100 km/h.

2.1.2 Stanley method

The Stanley method is another popular geometric method
of trajectory tracking, which was first applied in the Stan-
ley autonomous vehicle by Stanford University in the 2005
DARPA Grand Challenge, gaining first prize (Buehler et al.,
2007). The control law of the Stanley method is to address
the cross-track error between the closest point of the path
and the front wheel and orientation error to converge toward
zero (Cibooglu et al., 2017), as can be seen in Fig. 3. In the
figure, θe is the orientation error between the heading of the
ego vehicle and the direction of the closest point P. k is the
track error gain, e is the cross-track error, v is the longitudi-
nal velocity, and δ is the steering angle. The dashed curved
line represents the reference trajectory, and the 2 DOF bi-
cycle model is utilized. The control input representing the
steering angle can be calculated (Zhu et al., 2016) as

Figure 2. The pure pursuit method.

Figure 3. The Stanley method.

δ = θ + tan−1
(
ke

vx

)
. (2)

The difference between the Stanley method and the PP
method is the tracking error of the Stanley method, which
is calculated with the front wheel. In contrast, the PP method
is calculated with the rear wheel, and the look-ahead distance
is neglected in the Stanley method (Amer et al., 2018). Thus,
the Stanley method can converge to the reference path with
a quick speed (Martin et al., 2013). The parameter k should
be determined beforehand concerning current vehicle states,
and it is proportional to convergent speed. Thus, an adaptive
tuning approach of k is designed by using neural dynamic
programming (NDP) according to information on the vehi-
cle state and reference trajectory in Zhu et al. (2016).

The Stanley method has a good trajectory tracking per-
formance on smooth paths and a poor performance on paths
that have a rapid change of curvature. Therefore, modeling
a continuous curvature path rather than a discrete point can
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improve tracking performance (Andersen et al., 2016). Fur-
thermore, the vehicle using the Stanley method will not turn
a corner until the error appears, for the look-ahead point is
missing (Domina and Tihanyi, 2019a). Yang et al. (2017) uti-
lized the logarithmic relationship between the vehicle speed
and the fixation point to calculate the position of the desired
preview point. After that, the Stanley controller can track the
position instead of the closest point of the path to improve
the curvature calculate efficiency of the Stanley method. The
strategy of the preview point is also presented in Zhang and
Zhu (2019).

The Stanley method maintains good precision of track-
ing at low speed but having an opposite effect at high speed
(Dominguez et al., 2016). This could be eased by designing
a gain parameter to automatically allocate weighting of the
combined PP method and Stanley method, for their features
are opposite (Cibooglu et al., 2017; Domina and Tihanyi,
2019a). Considering the relative parameters of the Stanley
method need to be iteratively tuned in real driving scenarios,
the adaptive parameters’ tune controller can make this pro-
cess easier (Amer et al., 2018).

2.2 Model-based tracking methods

Model-based tracking methods are more suitable for au-
tonomous vehicles in real driving scenarios. Nevertheless,
the complexity and computation of this method are increased
due to kinematic/dynamic properties compared with geo-
metric methods. The model-based tracking method can be
divided into kinematic-model-based methods and dynamic-
model-based methods. This subsection will describe the ba-
sic model and some improvements for these two methods.

2.2.1 Kinematic-model-based methods

The kinematic model takes the position, velocity, accelera-
tion, and yaw rate, etc. of the vehicle into consideration rather
than the relationship between the actual position of the vehi-
cle and its dimensions, which are commonly applied in geo-
metric methods (Bacha et al., 2017). The kinematic-model-
based controllers use the velocity and steering angle as the
control variables to control the vehicles, and the geometric
relationship between the kinematic model and the reference
path for the bicycle model is presented in Fig. 4.

The state space of this control system is calculated by
ẇ

ḋ

θ̇e
δ̇

=


cos(θ )
1−dk(w)
sin(θe)

tan(δ)
L
−
k(w)cos(θe)

1−dk(w)
0

v+


0
0
0
1

 δ̇, (3)

where θ is the orientation angle of the vehicle in the global
frame, d is the vertical distance from the center of the rear
axis to the path, θe is the orientation error (θe = θ− θd),w is a
function of the path, k (w) is the curvature of the path,L is the

Figure 4. Kinematic model with path.

wheelbase, δ is the steering angle, and v is the longitudinal
velocity. More details can be found in Snider (2006).

The bicycle model is a simplified model of a vehicle of
which the two front wheels and two rear wheels are regarded
as one due to the symmetric structure. The roll and pitch
dynamics are neglected, and the small-angle assumption is
applied for the angle of steering, sideslip, and yaw (Tagne
et al., 2013). The neglection of roll dynamics is unsuitable
for the vehicle with a high center of gravity, which lacks ac-
tive devices on the suspension (Ley-Rosas et al., 2019). To
get a realistic roll dynamic response, Kanchwala (2019) used
an additional 2 DOF model for the angular velocity of rear
wheels, which can describe the roll dynamics of the vehi-
cle. Ley-Rosas et al. (2019) proposed a nonlinear reduced-
order observer based on the higher order sliding model to es-
timate the lateral velocity, roll angle, and roll rate. The small-
angle assumption was verified to produce a lower tracking
performance compared with the complete angle by Guo et
al. (2019); they applied the full-angle method in that article.

It can be inferred from Eq. (3) that this kinematic model
has a low dependence on parameters, which means this
method is widely used (Alcala et al., 2018b). However, for
the same reason, the kinematic-based controller may not be
able to work in scenarios like steep slopes or slippery ground
due to tire forces changing prominently when tire sliding will
appear. To solve this problem, Fang et al. (2011) proposed a
controller based on the kinematic model with the tire model.
In consideration of the fact that dynamic features of vehicles
are neglected in kinematic models, kinematic controllers are
not suitable for high-speed vehicles (Dixit et al., 2018). A
compensator is designed by Tang et al. (2020) to correct the
error of kinematic model prediction of the model predictive
controller (MPC) whose output is the yaw rate rather than
steering angle to expand the velocity range from low speed
to high speed. To have a smooth driving capability, a crab-
bing angle was introduced in the extended kinematic model
(Pereira et al., 2017).
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Figure 5. Lateral dynamic model of the bicycle model.

2.2.2 Dynamic-model-based methods

The dynamic model is an extended model of the kinematic
model and geometric model. All features of the kinematic
model and geometric model were illustrated before they are
utilized in the dynamic model. As illustrated in Fig. 5, the dy-
namic model describes the motion of the vehicles which in-
cludes the position, velocity, and acceleration of the vehicle.
The motions are computed through internal forces, energy, or
momentum of the system (Amer et al., 2017).

The equation of the lateral dynamic model can be derived
as{
mv̇y = Fyf+Fyr−mvxr

Izṙ = 2aFyf− 2bFyr
, (4)

where Fyf and Fyr represent the type lateral forces of the
front wheel and rear wheel respectively, Iz is the vertical in-
ertial moment, r is the yaw rate,m is the mass of the vehicle,
vy and vx are the lateral velocity and longitudinal velocity
respectively, a is the distance from the front axis to the cen-
ter of gravity (CG), and b is the distance from the rear axis to
the CG. The Fyf and Fyr can be represented by applying the
tire model.

To control the vehicle drive within a predetermined trajec-
tory, the path-following model is presented in Fig. 6 (Guo
et al., 2018b). The look-ahead point can be expressed as a
function concerning the velocity terms. A strategy of adap-
tive choice of the look-ahead point is proposed by Taghavifar
and Rakheja (2019).

The dynamic-model-based controller has a better track-
ing performance than the kinematic-model-based controller
in high-speed driving scenarios, for dynamics features of the
vehicle are considered, but system complexity is increased.
Currently, it is challenging when one single model of ve-
hicle is applied in the vehicle control system to control the
system precisely and efficiently. Thus, Yu et al. (2018) and
Sun et al. (2017) calculate the yaw rate with a kinematic
model, while the steering angle was derived through a dy-
namics model to make this control system more robust.

Figure 6. Path-following model.

As can be seen in Fig. 5, only lateral dynamics of the vehi-
cle are analyzed, in which the longitudinal velocity is set as a
constant value for the control system. This is in contrast with
practical driving circumstances. It is noteworthy that most
research studies on vehicle control design the lateral and lon-
gitudinal controller using a separate structure. Consequently,
some fatal accidents may occur when only one single con-
troller is utilized due to the lack of adaptation to complicated
and fast-changing traffic environments (Lin et al., 2019). To
accommodate or eliminate this phenomenon, Li et al. (2016)
analyzed the longitudinal dynamics with additional yaw mo-
tion dynamics. While Ni and Hu (2017) designed a hierarchi-
cal control strategy to simultaneously control lateral and lon-
gitudinal dynamics of the vehicle at driving limits. Beal and
Boyd (2018) took the longitudinal tire dynamics into consid-
eration in a three-dimensional state portrait, which is an ex-
tension of a two-dimensional state portrait. Guo et al. (2018a)
added the longitudinal velocity polytope matrix into the lat-
eral dynamics model to make the control system more robust
to uncertainties of longitudinal dynamics.

3 Trajectory tracking controller

An appropriate tracking controller with control approaches
is required according to the selected model, not only to guar-
antee high tracking performance but also to keep the high
stability of vehicles. After decades of development, there
are many control methods for the trajectory tracking of au-
tonomous vehicles, and some of the most used methods are
described in this section with state-of-the-art research out-
comes. Table 1 illustrates some weaknesses and strengths
of each controller. In addition, some optimizations are de-
scribed for improving on the weaknesses.
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Table 1. Some weaknesses and strengths of each controller with some optimizations for moderating the weaknesses.

Controller Strength(s) Weakness(es) Optimization(s)

PID – Simple structure with a certain
robustness

– Design without the mathematic
model (Rupp and Stolz, 2017)

– Unsuitable for the nonlinear
system (Kanarat, 2004)

– Complexity control gain tuning
(Nie et al., 2018)

– Fuzzy PID (Abatari and Tafti,
2013)

– Fuzzy logic (Abatari and Tafti,
2013; Majid and Arshad, 2015;
Yunsheng et al., 2015), PSO
(Al-Mayyahi et al., 2015;
Allou and Zennir, 2018)

Fuzzy logic – Suitable for nonlinear system
– Good tracking performance with

smooth driving (Perez et al.,
2009)

– Complete vehicle model is
unnecessary

– Real-time operation

– Performance up to human
experience (Fraichard and
Garnier, 2001)

– Challenge to prove the stability
and performance analysis
(Attia et al., 2014)

SMC – Strong robustness (Wu et al.,
2019)

– Convergent to the reference path
quickly (Sun et al., 2019)

– Chattering (Wu et al., 2019) – STA (Tagne et al., 2014), fuzzy
logic (Guo et al., 2017; Norouzi
et al., 2018; Shirzadeh et al.,
2019)

MPC – Predict the future situation
– Optimization at each sampling

time
– Constraints are considered

(Ataei et al., 2019)
– Suitable for a MIMO system

with interactions

– Require a powerful CPU and
large memory

– Complex computation leads to
unsuitable for real-time
operation

– Update hardware
– LTV system (Cao et al., 2019;

Guo et al., 2018b), LPV
system (Alcalá et al., 2020;
Rotondo et al., 2015)

Immersion
and invariance

– Capability of adaptivity and
robustness

– Design without Lyapunov
stability proof (Hu and Zhang,
2013)

– No chattering compared with
SMC (Tagne et al., 2015a)

– Proficient in solving
measurement noise

– Unable to be applied in complex
nonlinear systems in a
straightforward way (Fujimoto
et al., 2010)

3.1 PID

A PID controller is a linear feedback controller widely ap-
plied in autonomous vehicles due to its simple structure and
features of easy operation and adjustment with a certain ro-
bustness. It has the big advantage that it is not necessary to
know the mathematical models or the plant compared with
other controllers, which helps it maintain good generic appli-
cability (Rupp and Stolz, 2017). Typically, the steering angle
of the vehicle can be derived through a traditional PID con-
troller with the following equation (Li et al., 2016):

δ =KP (yd− y)+KI

∫
(yd− y)+KD

d(yd− y)
dt

, (5)

where δ is the steering angle, yd is the desired lateral position
of reference trajectory, y is the actual lateral position of the

vehicle in the global coordinates, andKP,KI, andKD are the
proportional, integral, and derivative gain, respectively. Each
control gain has its strengths and weaknesses. More details
can be found in Farag (2019). Equation (5) illustrates the lin-
ear feature of the PID control law, which suggests that it may
be unsuitable for a nonlinear system. For instance, vehicles
with a PID controller perform badly in cases when the vehi-
cle starts from different initial states (Kanarat, 2004). Abatari
and Tafti (2013) proposed a fuzzy PID controller to accom-
modate this phenomenon; meanwhile, the faster convergence
speed without a steady-state tracking error is another advan-
tage of the controller. However, the linear characteristic of
the PID controller brings about some problems in updating
the PID control gain in real time. Consequently, tuning the
control gains automatically and appropriately has become the
hardest and most significant part of designing a PID con-
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troller (Nie et al., 2018). Lots of methods have been pro-
posed to make this tiresome job easier. some of the most used
methods are the fuzzy PID cascade strategy used in Abatari
and Tafti (2013), Majid and Arshad (2015), and Yunsheng et
al. (2015), the particle swarm optimization (PSO) algorithm
in Al-Mayyahi et al. (2015) and Allou and Zennir (2018),
and the inverse optimal control technique in Rout and Sub-
udhi (2017). Additionally, some optimization methods for
the PID controller have been proposed to improve the PID-
based vehicle’s tracking performance. For example, a nested
PID controller that has a double integral action based on lat-
eral tracking error has been designed by Marino et al. (2011)
to make the control system robust to the disturbances on the
curvature. A combination of PID controller and a point fol-
low controller is presented in Kolb et al. (2019) to provide a
better tracking performance.

3.2 Fuzzy-logic-based controller

PID controllers are linear. Trajectory tracking of autonomous
vehicles has high nonlinearity due to the tire forces varying
under different road surface conditions (Zhang et al., 2018).
The typical model of cars which implied the small-angle law
makes the vehicle lack performance and robustness in highly
nonlinear scenes such as the high-speed scenario. The pro-
posed controller based on the fuzzy logic law can efficiently
alleviate this phenomenon, for the fuzzy controller works
well for controlled systems without the complete mathemati-
cal model. In addition, fuzzy logic is capable of dealing with
many imprecisions and uncertainties of the considered cir-
cumstances due to the approximate reasoning feature. Fur-
thermore, the fuzzy logic controller has excellent conver-
gence to the reference path and provides safe and smooth
driving (Perez et al., 2009). Lastly, the fuzzy controller has
the ability of real-time operation, which increases computa-
tional efficiency (Fraichard and Garnier, 2001). Accordingly,
the fuzzy-logic-based steering control of autonomous vehi-
cles can achieve a good tracking performance owing to these
advantages. Some relevant fuzzy controllers can be found in
Riaz and Niazi (2018) and Wang et al. (2015).

Although the fuzzy-logic-based controller possesses the
above strength, there is more oscillation of the steering com-
mand (Nunes and Bento, 2007), and it is challenging to prove
its stability and performance analysis (Attia et al., 2014). The
conventional fuzzy logic controller shares the same struc-
ture, as can be seen in Fig. 7. It illustrates that the fuzzy
logic controller can be modularized as fuzzification, knowl-
edge base, fuzzy inference, and defuzzification. The function
of each module of the fuzzy logic controller refers to Al-
lou et al. (2017). However, sharing the same structure is not
equivalent to having the same design rules. With the devel-
opment of technology, they can be very different in many
aspects, such as fuzzification/defuzzification methods, fuzzy
rules, and fuzzy set definition, decision-making logic, and
knowledge base organization (Fraichard and Garnier, 2001).

What’s more, it is tough work to figure out which one is more
suitable for the given problem. Although there are many dif-
ferences, setting up the fuzzy rule base is the major part of
designing a fuzzy controller. For the general autonomous ve-
hicle driving scenario, the input can be set as the state vari-
ables of the vehicle concerning the path, while the output is
the steering command (Rodriguez-Castaño et al., 2016).

The linguistic variables and a complete set of expert rules
of fuzzy logic can be defined to control the vehicle using
the human driving experience, and the vehicle can drive as
a human did. To be more specific, the driving experience is
expressed as fuzzy rules, in which the variables represent lin-
guistic terms (speed, look ahead distance, etc.). Moreover,
the crisp values are replaced by values such as low, middle,
and high (Rastelli and Peñas, 2015). These driving experi-
ence data can be derived from real human driving experi-
ments (Halin et al., 2018).

Recently, the Takagi–Sugeno (TS) fuzzy system has
gained a wide application in vehicle control. The TS fuzzy
system is a particular type of fuzzy logic system, in which
the consequent part utilizes the affine linear dynamic sys-
tems rather than the fuzzy membership function (Takagi
and Sugeno, 1985). The TS fuzzy models have become the
most used research platform of fuzzy-model-based control
because of the remarkable features of the TS fuzzy model
for control proposes (Tanaka and Wang, 2004; Nguyen et
al., 2018). The gap between fuzzy control and conventional
control can be bridged using the local affine (or local linear)
models. Additionally, the TS fuzzy controller can be used
to illustrate the model of the nonlinear systems widely and
efficiently (Rodriguez-Castaño et al., 2016). Consequently,
the application in Geng et al. (2009) obtained the slip an-
gle through a fuzzy rule. Taylor’s approximation was used
to reduce the numeral complexity of the TS fuzzy model in
Nguyen et al. (2018) efficiently. The variation of mass and
longitudinal velocity of the vehicle was first considered in
the lateral dynamic model by Zhang et al. (2018).

3.3 Sliding mode control methods

Sliding mode control (SMC) methods are widely used in
nonlinear control systems due to their features. SMC pos-
sesses strong robustness to parameter uncertainties and dis-
turbances caused by strong nonlinearity, external distur-
bances, and complex driving conditions of autonomous ve-
hicles (Wu et al., 2019). Also, the SMC controller can let
the vehicle converge to the path quickly (Sun et al., 2019).
What’s more, SMC has the merits of fast response, insensi-
tivity to parameter variations and disturbances, and simple
physical implementation, etc. Moreover, SMC can be inte-
grated with other control algorithms to compensate for the
weakness of each other (Norouzi et al., 2018; He et al., 2019).
As such, the combination between backstepping and the slid-
ing mode was proposed by He et al. (2019). They proved this
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Figure 7. The fuzzy logic controller.

Figure 8. Chattering of SMC.

method is proficient in disposing of multiple dynamics, non-
linearity, and uncertainty problems.

Despite the SMC controller having an excellent perfor-
mance in trajectory tracking, it is challenging to utilize in
vehicles because the linearization method needs to make the
controlled variables always keep close to the reference path
(Martin et al., 2013). Moreover, the SMC approach in trajec-
tory tracking will lead to a sizeable lateral acceleration, in
which driving in the curvature change of the reference path
becomes large (a server double lane change scenario) (Cao
et al., 2017). This could be moderated using a preview point
strategy as presented in Cao et al. (2017). Furthermore, the
most critical problem of SMC is the chattering caused by the
switching motion of the sliding surfaces (Wu et al., 2019),
depicted in Fig. 8. After decades of development of control
science, some useful methods have been proposed to mod-
erate or eliminate this drawback such as STA (Tagne et al.,
2014), the fuzzy logic technique (Guo et al., 2017; Norouzi et
al., 2018; Shirzadeh et al., 2019), and a variable exponential
sliding manifold (Taghavifar and Rakheja, 2019).

Some extended SMC controllers were designed to work
in different control scenarios such as integral SMC (ISMC)
and nonsingular terminal SMC (NTSMC). ISMC has a more
flexible structure and keeps the complete robustness or in-
sensitivity for the closed-loop system in the complete re-

sponse from the initial time instance to the reaching mode
(Hu et al., 2019). Since the integral term has been introduced
in ISMC for autonomous vehicles, the integral windup may
come up. However, few researchers have taken the integral
windup into consideration, which may cause the close feed-
back system to be unstable. Hu et al. (2019) designed a CNF
ISMC controller for trajectory tracking considering the inte-
gral saturation. In addition, Xu et al. (2017) proposed an anti-
windup scheme to solve this phenomenon. Terminal sliding
mode control (TSMC) is an extended type of SMC whose
sliding upper plane includes nonlinear functions. Therefore,
a terminal sliding surface is formulated, and the tracking er-
ror on the sliding surface converges to zero in finite time (Liu
and Wang, 2012). The NTSMC can achieve faster convergent
speed, and the chattering can be reduced (Wu et al., 2019).

3.4 Model predictive control methods

Model predictive control (MPC) is a powerful state feedback
controller that utilizes the mathematical model of vehicles
to predict the future situation of the vehicle within a limited
range of horizons called the prediction horizon. The basic
principle of the MPC concept is depicted in Fig. 9; more de-
tails are given in J. Liu et al. (2018). MPC is also proficient
in dealing with the constrained control problems of the un-
certain and nonlinear system due to its capabilities (Attia et
al., 2014). Since the constraints are vital for the autonomous
vehicle, breaking those constraints may have an undesired
consequence such as constraints of rollover prevention, slip
control, and lateral stability (Ataei et al., 2019). With the con-
straint characteristic, MPC has become the most used algo-
rithm to deal with driving limit scenarios. For example, Li et
al. (2020) solved the tracking problem of tire–road friction
limits by using the MPC controller. What’s more, the MPC
controller can also handle the problem of a multi-input and
multi-output (MIMO) system that might have interactions
between their inputs and outputs, which is hard for the PID
controller to realize. Moreover, the MPC controller has been
regarded as an evolution of the optimal control strategy by
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Figure 9. Basic principle of MPC.

solving an optimization problem with penalty functions (cost
function) to obtain the inputs which satisfy the desired objec-
tives and constraints over a given time horizon at each time
step (Beal and Gerdes, 2012; Kayacan et al., 2018). Consid-
ering all the advantages mentioned above, MPC is a natural
candidate for the control solutions of trajectory tracking of
autonomous vehicles, for it can compute the optimal func-
tions with both soft and hard constraints (Abbas et al., 2017;
Wang et al., 2018).

Although MPC has such powerful capabilities, it should
be noted that MPC has to solve the problem of online opti-
mization at each sampling time, which requires a powerful
CPU and large memory. The relationship between compu-
tational capability and system performance is contradictory.
The system performance strengthens and the computation is
higher when the sample time is short. The computation and
system performance decrease when the sample time is long.
Moreover, the MPC controller for trajectory tracking of au-
tonomous vehicles will come across very high lateral accel-
eration when the curvature change of the reference path be-
comes large (a server double lane change) (Cao et al., 2017).

In general, MPC can be decomposed into linear MPC
(LMPC), nonlinear MPC (NMPC), adaptive MPC, and ro-
bust MPC (Simotwo et al., 2019b). LMPC does well in track-
ing fixed operating points, which can be obtained with a
linear model (Kayacan et al., 2018). However, the LMPC
predicts the future state using a linear time-invariant (LTI)
model, which makes the LMPC insensitive to prediction er-
rors. What’s more, the tracking performance degrades when
the plant is strongly nonlinear due to the LTI prediction ac-
curacy degrade (Franco and Santos, 2019). NMPC utilizes
the cost function with a nonlinear mathematic plant model
to compute the optimized inputs. At the same time, it sat-
isfies the given constraints, which makes the NMPC effi-

ciently suitable for dealing with the high nonlinearization
of dynamic vehicle models. However, the computation is in-
creased due to nonlinearization (Abbas et al., 2017; Kayacan
et al., 2018). An autonomous vehicle with an NMPC con-
troller lacks agility because of the high expense computation
of NMPC. Some online linearization methods of the nonlin-
ear vehicle model are introduced to overcome this situation
such as the linear time-varying (LTV) system (Cao et al.,
2019; Guo et al., 2018b) and linear parameter-varying (LPV)
system (Pan et al., 2017; Alcala et al., 2018a). Moreover, a
TS-MPC controller whose vehicle model is represented us-
ing the Takagi–Sugeno (TS) vehicle model and that can re-
duce the computational time by 10–20 times is proposed by
Alcalá et al. (2019). Adaptive MPC uses a fixed model struc-
ture, and model parameters are allowed to evolve (Franco and
Santos, 2019). Simotwo et al. (2019a) proposed the adaptive
MPC and utilized an updated and linearized plant model at
each sample time to solve an optimization problem. Robust
MPC can not only handle the disturbances, parameters uncer-
tainties, and model errors of vehicles, but can also satisfy the
input constraints. A basic robust MPC controller is designed
based on the worst-case scenario in Liu et al. (2019). The
optimal adaptive MPC is proposed in Zhang et al. (2019) to
accommodate the computational burden of robust MPC that
possesses many constraints.

Most of the existing research studies utilize a fixed cost
function, which is inconsistent with time-varying road con-
ditions. Moreover, a fixed cost function decreases the pas-
senger comfort when the vehicle is far away from the refer-
ence trajectory (Wang et al., 2019b). To moderate this phe-
nomenon, the adaptive cost function in the receding opti-
mization process strategy is proposed by Wang et al. (2018).
The fuzzy adaptive algorithm was used to adaptively improve
the weight of the cost function in Wang et al. (2019b).

3.5 Immersion and invariance

The immersion and invariance (I&I) control algorithm for
nonlinear systems was first proposed by Astolfi and Or-
tega (2003). The I&I control method possesses the capability
of both adaptivity and robustness. The robust I&I controller
is proficient in solving the disturbances of autonomous ve-
hicles. The I&I adaptive control approach has become an at-
tractive field of research and has many industrial applications
(Z. Liu et al., 2018). The I&I controller design does not re-
quire the stability proof of Lyapunov functions; thus it is well
suited to the scenario where the universal Lyapunov func-
tion is often challenging to calculate (Hu and Zhang, 2013).
What’s more, the I&I controller was tested to be more robust
to measurement noise compared with other most used con-
trollers (Calzolari et al., 2017). Although the I&I has supe-
rior characteristics compared with the classical adaptive con-
troller, it can not be applied to complex nonlinear systems in
a straightforward way (Fujimoto et al., 2010).
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The basic principle of the I&I method is to reach the de-
sired control objective by immersing the plant dynamics into
a (possibly lower order) target system that captures the de-
sired behavior (Astolfi et al., 2007). By doing that, the so-
phisticated controller design problem can be reduced into
other sub-problems that might be easier to deal with (Talj
et al., 2013). To be more specific, a manifold in state space is
needed, which can be rendered invariant and attractive, and
then the state of the system can reach the manifold by de-
signing a control law (Alia et al., 2015).

Considering all of these features of the I&I, some research
studies have applied the I&I controller for the trajectory
tracking of autonomous vehicles, such as Talj et al. (2013),
Tagne et al. (2013, 2014, 2015a), Alia et al. (2015), Tagne et
al. (2015b), and Chebly et al. (2019). The procedure of de-
signing an I&I controller is explained in Astolfi et al. (2007).
It can be concluded that the I&I controller has a resemblance
to the SMC controller. However, the main difference between
SMC and I&I is that the manifold does not need to be reached
in I&I, while the manifold must be reached in finite time in
SMC (Tagne et al., 2015a). And more parameters need to be
tuned compared with the I&I controller. There are some ad-
vantages of the I&I compared with SMC: I&I obtains a better
generalization. I&I is more flexible in choosing the target dy-
namics and convergence law toward the dynamics. There is
no chattering of I&I. The I&I controller presents more ro-
bustness to emergency maneuvers (big turns) (Tagne et al.,
2014), and I&I allows us to take greater account of the model
in the controller design (Tagne et al., 2015a).

4 Conclusion and development trend

A review of state-of-the-art trajectory tracking of au-
tonomous vehicles is presented in this paper. Lots of tra-
jectory tracking techniques and optimization strategies have
been presented in this field, and remarkable results have fol-
lowed. However, there remain some significant issues that
need to be solved.

1. As the final module of autonomous vehicles, the control
performance will be influenced dramatically by the en-
vironment perception and path planning modules, such
as the perception parameter errors and undesirable tra-
jectory generated by the path planning module. To solve
this problem, an MPC controller with integrated lo-
cal path planning and trajectory control could be used.
However, this control strategy is currently in its infancy,
and the application scenarios are limited.

2. Most trajectory control research studies focus on nor-
mal driving scenarios at present. Seldom are emergency
driving scenarios proposed, and the existing control
strategies of emergency driving scenario need a prac-
tical emergency driving experiment. An excellent ve-
hicle model with high fidelity and multiple DOFs is

required due to the high speed, high nonlinearity, and
time-varying characteristics of emergency driving sce-
narios. What’s more, the onboard computer’s perfor-
mance should be good enough to satisfy the real-time
requirement. Therefore, further research on the tracking
control of emergency scenarios should be proposed.

3. There are some parameters in the vehicle model that
can not be measured by sensors such as road adhesion
coefficient and centroid slip angle. Therefore, how to
estimate these parameters determines the control per-
formance and robustness. Furthermore, how to realize
the stability of the closed-loop system of the combined
controller and observer will be an important area of re-
search.

4. With the development of artificial intelligence and chip
processes, using deep learning methods to generate the
vehicle model dynamically will be a hot research topic.
Artificial intelligence technologies could also be ap-
plied in the data drive control under emergency driving
scenarios.

5. In the next few decades, applying one controller can not
satisfy the complexity of driving conditions. Using mul-
tiple controllers to control the vehicle could be a good
strategy. Compared with only one controller, the use of
multiple controllers can share the calculation pressure
of one controller; the control performance and real-time
performance of the control can also be improved. Thus,
the strategy with multiple controllers could be achiev-
able in future research.
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